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Preface 

A high-quality civilian workforce is an important element of a high-quality 

defense infrastructure. In an era of streamlining, demographic change, low 

unemployment, and rapid technological advances, education and professional 

development play a key role in maintaining and improving the quality of the 

workforce. In this environment, it is important for the Department of Defense to 

ensure that the civilian workforce receives appropriate, high-quality training and 

education in an efficient manner. At the request of the DoD Office of the 

Chancellor for Education and Professional Development, RAND undertook a 

study to examine the approaches used to evaluate academic quality and 

productivity in a variety of postsecondary education and training contexts and 

consider which approaches might be most relevant to the Chancellor's office. 

This report may also be of interest to higher education administrators and 

managers of corporate universities. 

It provides a conceptual structure for understanding the processes used to assess 

quality and productivity in various higher education, corporate, and government 

organizations that provide education and professional development. In addition, 

this report includes detailed, structured appendices summarizing the assessment 

approach and providing examples of measures used by several different 

organizations involved in quality and productivity assessment. A companion 

report (Levy et al., forthcoming) discusses strategic planning approaches used by 

similar organizations and identifies potentially useful approaches for the 

Chancellor's office. 

This research was conducted for the DoD Office of the Chancellor for Education 

and Professional Development within the Forces and Resources Policy Center of 

RAND's National Defense Research Institute, a federally funded research and 

development center sponsored by the Office of the Secretary of Defense, the Joint 

Staff, the Unified Commands, and the defense agencies. 
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Summary 

Background and Approach 

The Office of the Chancellor for Education and Professional Development in the 

Department of Defense (DoD) was established in 1998 to help raise the quality of 

civilian training and professional development to world-class standards. The 

Chancellor's office is specifically charged with ensuring the quality and 

productivity of education and professional development activities targeted at 

DoD civilians. In support of this aim, the Chancellor asked RAND to review 

existing approaches for assessing academic quality and productivity and to 

suggest approaches that might be useful for the assessment of the current DoD 

system of education and professional development. 

The RAND study team conducted a broad review of the general literature on the 

assessment of quality and productivity in education and professional 

development. The team also reviewed the documentation of organizations 

engaged in such assessment, interviewed experts, attended conferences, and 

conducted site visits to exemplary organizations. This report synthesizes that 

information and provides suggestions for approaches that might be useful for 

DoD. 

Need for System-Level Assessment 

The Office of the Secretary of Defense (OSD) supports a vast and complicated 

system of education and professional development for civilians. In 1997, it 

sponsored 20 institutions as well as 36 programs within DoD and 68 programs 

external to DoD.1 Beyond this, the system includes many additional institutions 

and programs sponsored by the Departments of the Army, Navy, and Air Force. 

Although the main task of assessment must focus on the quality and productivity 

of the services offered by specific providers of education and professional 

development, the study found that a higher-level assessment of the system as a 

whole is also crucial. 

Such high-level assessment has two main purposes: (1) to determine whether the 

stakeholder and system-level needs are being addressed and (2) to identify 

^DoD Management Reform Memorandum 3. 



opportunities to improve efficiency in existing programs. In the first case, 

system-level assessment compares the needs of the population served to the 

programs offered by the system. In a corporate setting, for example, such an 

assessment might find that there are corporate-level goals that are not being 

addressed by education and training programs that are run by individual 

business units. In higher education, on the other hand, a system-level assessment 

might find that certain geographical regions are not being well served by existing 

institutions. 

To achieve the second aim, the assessment examines whether the system's 

resources are being allocated efficiently. The report offers a number of 

illustrations of organizations that are improving their productivity through this 

process. 

• The Texas Higher Education Coordinating Board, for example, conducts 

regular program reviews to assess whether a proposed program is based on 

established needs, whether it will duplicate other programs in the same area, 

and whether it falls within an institution's mission. 

• In the private sector, training is being elevated to the corporate level in the 

interest of both quality and efficiency. At Lucent Technologies, for example, 

such corporate oversight has streamlined education and professional 

development by assessing whether limited education and training resources 

are being used in a way that promotes overall corporate goals. Its focus on 

business needs, rather than student demand, allowed the company to reduce 

the number of courses taught throughout the corporation from 70,000 to 

about 2,000. 

• In the U.S. Air Force, the Air Force Occupational Measurement Squadron 

(AFOMS) surveys every person in a particular occupational specialty to 

identify the skills used and not used in particular jobs. Based on this 

information, Air Force managers assess the content of specific training 

programs to eliminate irrelevant instruction from courses and ensure that 

graduates acquire the skills and knowledge they need to do their jobs. 

A clear trend in all the systems considered in this study is the development of a 

learning organization of some sort that is responsible for more than just the 

assessment of existing providers. These organizations promote communications 

among stakeholders and develop a clear link between education and professional 

development on the one hand and the basic mission of the system on the other. 

Corporate learning organizations describe this as "becoming a strategic partner" 

in the corporation. Such an organization facilitates dialog among key 



stakeholders, assembles information on workforce needs and existing programs, 

and serves as an interface between customers and providers. 

The study recommends that the Chancellor's office advocate the development of 

a central learning organization, modeled after a corporate learning organization 

or a state higher education coordinating board. Creation of such an entity would 

require high-level DoD support and substantial collaboration among a range of 

stakeholders, including other organizations within DoD responsible for 

workforce planning and personnel policy. 

Approaches to Provider Assessment or Certification of 
Students 

In reviewing a wide variety of assessment approaches, this study identified key 

similarities and differences among the approaches and classified them into four 

basic models. The first model involves the use of an intermediary organization 

that is responsible for reviewing the process used by individual providers to 

assess their own quality and productivity. In the second model, an intermediary 

organization conducts the actual assessment of providers. In the third model, 

providers conduct their own assessment with no involvement of an 

intermediary. The fourth model differs from the other three in that it focuses on 

the learner rather than the provider and involves the certification of student 

competencies. Each approach has strengths and weaknesses that make it more 

appropriate for some circumstances than for others. For that reason, no one 

approach can be considered a "best practice" model. The best approach depends 

on the context of the assessment. 

The Most Promising Approach for the Chancellor 

The Chancellor's office is neither a provider of education and professional 

development nor a direct consumer of the services of such providers. We thus 

describe the role of the Chancellor's office as that of an intermediary. Models 1, 

2, and 4, which allow a role for an intermediary, are therefore the most relevant 

to the Chancellor's office in considering an appropriate role for itself. However, 

the Chancellor's office might also wish to learn about the best practices under 

Model 3 in order to serve as a clearinghouse of information useful to provider 

institutions. 

In considering possible assessment approaches for an intermediary, the study 

identified six factors as the most important to consider in choosing an approach 

to assessing the quality and productivity of provider services. These are (1) 



purpose of the assessment (accountability versus improvement of outcomes), (2) 

level of authority, (3) level of resources, (4) centralization of operations, (5) 

system heterogeneity, and (6) system complexity. Given the characteristics of the 

DoD system of education and professional development—a highly complex, 

decentralized system with heterogeneous service providers—and the 

establishment of a Chancellor's office with little formal authority over service 

providers and uncertain resources, Model 1 would probably be the most 

promising approach. 

This model is based on quality improvement concepts that have been used in the 

business world for the last 25 years and were adopted by the International 

Organization for Standardization (ISO) in the 1980s to promote high-quality 

standards among manufacturing companies. To qualify for ISO 9000 

certification, an organization must define and document its quality standards for 

producing its goods or services in a policy document or "quality manual" that is 

reviewed by a third party. 

The academic audit, a new approach to education assessment that has been 

influenced by the ISO, is another example of Model 1. The audit is conducted by 

an intermediary organization and focuses on assuring that providers of 

education have effective processes in place for measuring their own quality and 

thus can engage in ongoing self-improvement. Because this approach is more 

sensitive to the different missions and characteristics of institutions than are 

other approaches, it is particularly useful for systems with a diverse set of 

providers. 

The U.S. Department of Transportation (DOT) follows a modified version of 

Model 1. Although the central learning organization does not have the authority 

to assess the processes used by individual lines of business (operating agencies) 

that are both the providers and stakeholders of education and professional 

development, it does recommend certain assessment practices in a policy guide 

called the Learning and Development Framework. This variation on the model is 

effective in situations where the intermediary organization—in this case, the 

Learning and Development (L&D) Program within the DOT—has limited 

authority over provider or stakeholder groups. While the L&D unit can do its 

best to influence outcomes by offering different types of assistance, its role is to 

promote quality rather than ensure it. 

The key advantage of Model 1 is that it delegates to provider organizations the 

task of defining goals, measuring outcomes, and evaluating outcomes. As a 

result, this approach can accommodate the many diverse providers within the 

DoD education and professional development system. Because they have such 
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control over their own assessment, providers are less likely to resist the process 

and are more likely to use it to promote improvements. 

The primary disadvantage of Model 1 relative to Model 2 is that it emphasizes 

improvement over accountability. The trade-off between the two purposes of 

assessment remains an important issue for the Chancellor's office. However, 

even if the Chancellor decides that its main goal is accountability, it may be too 

costly to develop an appropriate process for measuring quality and productivity 

for all providers in the system based on Model 2. An attractive alternative would 

be to modify Model 1 to include specific reporting requirements or standards of 

performance. 

Three-Step Process of Assessment 

Regardless of the model selected, the study found that there are three key steps 

that must be included in any provider or student assessment:2 

• Identifying goals of the education activities under consideration 

• Measuring the outcomes related to those goals 

• Evaluating whether the outcomes meet those goals. 

The literature review revealed several broad lessons concerning these steps. 

First, each of these steps should be linked to one another and the process as a 

whole should be driven by the goals. It is especially important to avoid selecting 

measures before or without defining goals. Practitioners in higher education, 

corporate, and government settings stress the tendency of people to value what is 

measured and focus exclusively on that information rather than linking what is 

measured to the purpose of the activity. 

Second, developing measures that relate to goals is a crucial if difficult step. It is 

often difficult to find an adequate measure of achievement for a particular goal. 

However, it is usually better to use an imperfect measure of a specific goal than it 

is to use a perfect measure of something different. Engaging a broad range of 

stakeholders in this process helps to keep it focused on the goals of the 

undertaking. Such stakeholder involvement and continuous feedback is an 

explicit element of both the Baldrige Award process and the balanced scorecard. 

The terms assessment and evaluation are often used interchangeably in the literature. For 
purposes of internal consistency, we use the term assessment to refer to the start-to-finish process of 
examining the quality or productivity of an education or professional development activity. We use 
the term evaluation to refer to the step in the assessment process in which performance measures are 
examined and a judgment about performance is made on the basis of that examination. 



Third, there is a broad trend in assessment to focus less on input measures and 

more on process and outcome measures. Measuring outcomes alone may not 

result in improvement, but considering the intervening processes that use 

resources to produce outcomes provides information more useful to program 

improvement. This process and outcome emphasis is reflected in the Baldrige 

Award process. 

Finally, except for certificate or licensing programs, providers of professional 

development courses are not likely to be able to rely on preexisting evaluation 

tools with known validity and reliability characteristics. Rather, they will most 

likely have to develop measures of learning outcomes on their own. The 

literature provides some guidelines for developing such measures and for 

avoiding major sources of invalidity and unreliability. The Chancellor's office 

should be able to provide such information to service providers and help them 

apply it to their own assessment process. 
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1. Introduction 

Background 

The Department of Defense (DoD) Office of the Chancellor for Education and 

Professional Development was established in October 1998 and formally 

chartered in September 1999 to serve as the "principal advocate for the academic 

quality and cost-effectiveness of all DoD civilian education and professional 

development activities."1 The Chancellor is responsible for working with DoD 

entities that sponsor such education and professional development to ensure that 

appropriate standards of quality and productivity are achieved. An important 

role for the principal advocate of academic quality and cost-effectiveness is to 

identify and promote viable methods for the assessment of academic quality and 

productivity. 

The Department of Defense is the single largest employer of civil service workers 

in the U.S. government. As is the case in many large organizations, DoD has 

developed a complex structure to provide education and professional 

development to a workforce of about 700,000 employees. In fiscal year 1997, the 

staff offices of the Office of the Secretary of Defense (OSD) sponsored 20 

institutions and an additional 36 programs promoting the education and 

professional development of DoD civilian employees.2 In addition, OSD 

sponsored 68 programs provided by organizations external to DoD. Although 

substantial, those numbers do not include other institutions and programs for 

civilian education and professional development run specifically by or for other 

components of DoD such as the Army, Navy, and Air Force. 

2DoD Directive 5124.7, September 27,1999, Office of the Chancellor for Education and 
Professional Development. 

'These institutions, programs and courses are described in detail in DoD Management Reform 
Memorandum 3. Examples of OSD-sponsored institutions include the Defense Language Institute, 
the Uniformed Services University of the Health Sciences, and the Defense Contract Audit Institute. 
Programs include DoD-run programs, such as the Defense Acquisition Career Development 
Program, and various agency-sponsored scholarship and fellowship programs. Examples of 
externally provided programs include a senior executive seminar at Carnegie Mellon University and 
the Congressional Fellowship Program run by the American Political Science Association. 



Motivation 

The establishment of the Chancellor's office is an outgrowth of a larger effort, 

called the Defense Reform Initiative (DRI). The purpose of the DRI is to improve 

business affairs within DoD. The Defense Reform Initiative Report, issued in 

November 1997, highlighted options for reducing DoD infrastructure and 

improving efficiency. The report focused particular attention on the education, 

training, and professional development of DoD civilian employees. According to 

the report: 

[DoD] is a world-class organization despite rendering second-rate 
education, training, and professional development to its civilian 
employees. Among the lessons of corporate America is that every 
successful organization finds its people to be its most important asset, and 
reflects their importance in a strong, corporate-sponsored program of 
continuous training and professional development. DoD has many 
educational programs and institutions, but their quality is mixed (Cohen, 
1997, p. 20). 

In the report, Secretary of Defense William Cohen specifically recommends the 

establishment of a Chancellor for Education and Professional Development. The 

role of the Chancellor would be "to raise the quality of civilian training and 

professional development to world-class standards" (ibid.).3 

Implicit in the DRI recommendation are several notions: that civilian education 

and professional development is important to DoD, that the quality of existing 

education and professional development is lacking and must be improved, and 

that oversight or intervention is necessary to improve the quality and 

productivity of these activities. These themes were reiterated by Secretary Cohen 

at Chancellor Smith's oath of office ceremony.4 

The establishment of the Chancellor's office can also be understood as part of a 

more general trend toward increased demands for accountability in the federal 

government. In the 1990s, Congress passed several pieces of legislation, 

including the Government Performance and Results Act (GPRA) of 1993, that 

address waste and inefficiency, increase program effectiveness, and improve the 

internal management of the federal government. The GPRA directs the 24 largest 

federal agencies (including DoD) to submit five-year strategic plans as well as 

annual performance plans with their budget requests to Congress. The 

•-Tor a more detailed discussion of the current and potential challenges facing DoD with respect 
to the civilian workforce, see Levy et al. (forthcoming). 

^"Secretary of Defense Hosts Oath of Office Ceremony for First Chancellor for Education and 
Professional Development," Office of Assistant Secretary of Defense (Public Affairs) News Release 
No. 516-98, October 2,1998. 



legislation promotes a results-oriented focus by requiring several specific 

elements in the plans, including: 

• a description of general goals and objectives 

• a description of the relationship between performance goals in the annual 

performance plan and the general goals and objectives in the strategic plan 

• a description of program evaluations used, including a schedule for future 

evaluations.5 

The annual performance plan requirement of GPRA offers an opportunity for the 

federal agency to make the link between long-term strategic plans for the agency 

and daily activities of managers and staff. Each annual plan must include 

performance targets for all activities included in agency budget requests, a 

description of resources that will be used to meet the targets, and a plan for how 

results will be measured.6 This objective-oriented approach to assessment is 

being implemented within government agencies, including DoD. 

Objectives and Approach 

The DoD Office of the Chancellor for Education and Professional Development 

asked RAND to (1) conduct a broad review of the approaches currently used by 

other organizations to assess academic quality and productivity and (2) identify 

potentially promising approaches for the Chancellor's office to consider in 

assessing academic quality and productivity in DoD institutions, programs, and 

courses of instruction that provide education and professional development for 

DoD civilian personnel. 

Our research is thus based on a review of the literature on quality and 

productivity in education and professional development activities and of the 

methods used by various organizations that assess quality and productivity. The 

analysis was supplemented by interviews with experts on quality and 

productivity assessment, attendance at conferences on quality and productivity 

assessment, and site visits to organizations responsible for assessing quality and 
productivity. 

The literature on this topic falls into two categories. The first includes theoretical 

literature on quality and productivity and offers general frameworks for 

assessment, including accreditation, program review, academic audit, and such 

5OMB, 1998. 

%.S. GAO, 1996. 



business-based methods as the balanced scorecard, the Baldrige criteria, ISO 

9000, and benchmarking. We reviewed a broad range of sources, including 

journal articles, published reports or manuals, and web sites. 

Because the theoretical literature is so voluminous, we chose to focus on the 

objectives-oriented approach for evaluating quality and productivity, which is 

the dominant trend in higher education, business, and government. The GPRA, 

for example, mandates that government programs be evaluated and justified on 

the basis of their contribution to the performance objectives of the government 

agencies responsible for them. An objectives-oriented approach often includes 

other considerations (e.g., it might include a consumer-oriented approach to the 

extent that consumer demand is taken as an indicator of the quality of the 

program delivered). 

The other body of literature on quality and productivity assessment describes the 

actual practices of organizations that are assessing the quality and/or 

productivity of education and training services. Our review of this literature 

focused on new developments and "best practices" used for quality and 

productivity assessment that appeared to have relevance for the Chancellor's 

office. In some areas, the existing literature included comprehensive reviews, 

comparisons, and evaluations of the assessment practices. Such literature existed 

mainly for institutions of higher education and corporate universities. In 

reviewing the quality and productivity assessment activities of other types of 

organizations, we had to rely mainly on primary source documents (e.g., reports, 

web sites). 

In addition to the literature review, we conducted phone and in-person 

interviews with representatives of organizations responsible for assessing 

academic quality and productivity as well as with experts in the field of 

academic quality and productivity assessment. Such interviews helped us to 

identify organizations whose assessment efforts were well regarded in the 

assessment community at large, to identify new assessment trends, and to 

supplement written information. Such interviews were used to supplement the 

literature-based case studies for the Western Association of Schools and Colleges 

(WASC), the University of Phoenix, and the academic audit. More-detailed case 

studies were conducted to gather information on the Kentucky Council on 

Postsecondary Education; the Texas Higher Education Coordinating Board; the 

U.S. Department of Transportation; the U.S. Air Force Training and Education; 

the U.S. Air Force Academy, Department of Management; and Lucent 

Technologies Learning and Performance Center. Our case studies were selected 

to provide a broad review of approaches to evaluating academic quality and 

productivity. To the extent possible we focused on organizations that were well 



regarded by peers or experts in the field, were doing something novel, or faced 

particular challenges relevant to the Chancellor's office. 

The main document synthesizes the literature review and draws lessons from the 

appendices. In spite of the wide variety of organizations reviewed, we were able 

to identify key similarities across approaches. These similarities provided a 

foundation for a categorization scheme that we developed and which provides a 

structure for this report. 

Each case study and area of literature reviewed is summarized in a separate 

appendix. Each appendix that relied on material from interviews and case 

studies was reviewed by the interviewee for accuracy. 

Organization of the Report 

In conducting this broad literature review, we found that a number of very 

different activities are described by the general terms "assessment of education 

and professional development." As a result, a large part of the effort that went 

into this report involved defining terms and creating a structure for talking about 

the different elements of assessment used in different sectors. We are aware of 

no other report that brings together lessons on assessment from such a wide 

variety of organizations and believe that this document will prove useful not 

only to the DoD Chancellor, but also to those interested in assessment in 

universities, state higher education systems, corporations, and other government 

agencies. 

In this document, we draw together the results of our broad review of literature 

and practice and highlight important themes, lessons, and best practices of 

potential interest to the Chancellor's office. In the next section, we present a 

conceptual framework for understanding the process of academic quality and 

productivity assessment, including definitions of key terms. Section 2 establishes 

the importance of conducting both a system-level assessment, which we call 

Phase One of the assessment process, as well as individual provider-level 

assessments. It also offers an introduction to the main approaches (or models) 

used in assessing quality and productivity of individual providers. Section 3 

provides a more detailed description of the system-level assessment in Phase 

One, and Section 4 compares the four main models to assessing quality and 

productivity in Phase Two, including their relative strengths and limitations. 

Section 5 discusses the factors that are most important to consider in deciding on 

an appropriate model for assessment, with particular attention to the 

Chancellor's office and the DoD system within which it has responsibilities. 

Section 6 describes the three steps involved in any assessment process: (1) 



defining goals of the system, (2) choosing appropriate measures, and (3) using 
those measures to evaluate progress toward those goals. Section 7 offers some 
final observations designed to help the Chancellor's office establish itself in this 
arena. 

The appendices contain detailed descriptions of the methods used by various 
organizations in their assessment of academic quality and productivity. 



2. Framework 

In this section, we describe the framework we developed for analyzing the 

assessment of quality and productivity of education systems. First we define an 

educational system in general and the system of DoD civilian education and 

professional development in particular. These systems are highly complex, and 

it is important to understand their key components and the relationships 

between them. Then we describe three sets of distinctions that we use to analyze 

how assessment is conducted. 

Before describing our framework, we should clarify what we mean by certain 

terms that are not always used consistently in the literature or in the assessment 

community. For example, we use the term assessment to refer to the multistep 

process of examining the quality and productivity of education and professional 

development activities. We use the term evaluation to describe the step in the 

assessment process in which measures of quality and productivity are examined 

against some standard of performance. We use the term productivity to mean the 

level and quality of service obtained from a given amount of resources (Epstein, 

1992). In this sense, it is synonymous with efficiency. If the provider of 

education can produce a greater quantity and/or higher quality of service with 

the same amount of resources, it has improved its productivity or efficiency. 

Quality is used interchangeably with effectiveness. There is no single definition 

of quality: It means different things to different people. In an assessment 

process, the meaning of quality typically emerges through the process of 

identifying goals for the assessment. The quality or effectiveness of an education 

system is defined in terms of performance as required by multiple stakeholders 

including students, employers, parents, accreditors, and the government 

(McGuinness, 1997). In this sense, quality is in the eye of the beholder. 

As can be seen by these definitions, the concept of productivity includes a 

consideration of quality so that productivity improvement is not synonymous 

with cost cutting. Both quality and productivity are thus multifaceted concepts, 

inextricably linked with the goals and missions of the system or institution under 

consideration and of its stakeholders. 



The System of DoD Civilian Education and Professional 
Development 

An education system consists of customers of education, providers of education, 

and intermediary organizations that mediate, oversee, or assess educational 

services. All these are stakeholders within the system who have an interest in the 

educational services provided. There are also stakeholders outside the system 

itself, such as taxpayers, legislatures, and the business community. Even though 

they are not part of DoD, they are stakeholders of the civilian education and 

professional development system because they provide funding for the 

education system or because they stand to benefit from its services, or both. 

The main customers within an education system are the learners themselves. All 

DoD civilian employees are potential customers of the civilian education and 

professional development system, although at any given time only a small 

percentage of employees are enrolled in formal courses. Systems can contain 

other customers as well. Figure 2.1 illustrates different levels of customers of the 

civilian education and professional development system within DoD. DoD itself 

can be considered the highest-level customer. Within DoD, all departments and 

agencies are also customers because they purchase educational services for their 

employees. Examples are military departments, such as the Army, or agencies 

such as the Defense Finance and Accounting Service. Individual managers 

within these organizations are also customers of educational services, with a 

direct interest in the career development of their personnel. Although most 

learners work in such hierarchical organizations with managers who have the 

authority to direct their education and professional development, some learners 

may also be independent consumers of education. 

All large systems of education have such layered schemes of customers. In 

corporations that provide education and training to their employees, the highest 

level of customer within their system would be the corporation. Within the 

corporation, different business units and managers are also customers of 

educational services for their employees. In state higher education systems, the 

state is the highest level of customer. Companies and employers are often 

customers as well, since they pay for educational services for their employees. 

Within companies, managers are also customers when they are involved in 

decisions that lead their employees to enroll in courses at institutions of higher 

education in the state. Those companies that do not directly pay for the 

education and professional training of their employees are not customers, but 

they should be considered stakeholders in the system because they stand to 

benefit from the creation of a well-trained workforce. 
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Figure 2.1—Different Levels of Customers of DoD Civilian Education 
and Professional Development 

Providers of education services also exist at different levels of aggregation. Some 

providers are formal institutions offering degree programs and courses in a wide 

variety of areas; others offer only a single course on a specific topic. Figure 2.2 

illustrates the different levels of providers within the DoD system of civilian 

education and professional training. It also shows that institutional providers 

can exist both inside and outside DoD. An example of an internal institutional 

provider would be the National Defense University. It serves DoD civilians and 

is therefore part of the system of DoD civilian education and professional 

development, but it also educates military personnel and is thus also part of the 

system of professional military education. An example of an institutional 

provider outside DoD would be another government agency, such as the U.S. 

Department of Agriculture Graduate School, or traditional colleges and 

universities, where DoD civilians can enroll in courses that are paid for by their 

employer. 

These provider relationships also hold true for large state higher education 

systems. For example, citizens of Kentucky can attend college at a public 

institution in Kentucky, a private institution in Kentucky, or an institution in 

another state. Corporations also usually offer a mix of internally and externally 

provided education and training activities. 
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Figure 2.2—Different Levels of Providers of DoD Civilian Education and 
Professional Development 

The system of DoD civilian education as a whole is summarized by Figure 2.3. It 

consists of all customers, all providers, and intermediaries as well. 

Intermediaries are organizations that mediate between customers and providers 

and provide a locus for the consideration of system-level issues. Potential roles 

for an intermediary include 

• assessing quality and productivity 

• providing useful information and guidance to customers and/or providers 

• helping to aggregate the demands of many customers 

• helping to resolve disagreements among different levels of customers or 

between customer and provider 

• leading systemwide planning efforts 

• providing incentives for change at the provider level. 

The Chancellor's office is an example of an intermediary in the system of DoD 

civilian education and professional training. It is not yet clear just which role or 

roles that office will assume.1 In other education systems, examples of 

The specific roles assumed by the Chancellor's office should be determined through a strategic 
planning process. See Levy et al. (forthcoming) for information on approaches to strategic planning. 
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intermediaries are state higher education planning boards, professional societies, 

and corporate learning organizations. 

RAND MR1257-Z3 

Figure 2.3—The DoD System Includes Customers, Their Providers, 
and Intermediaries 

Framework for Analyzing the Assessment of System 
Performance 

Assessment of the quality and productivity of such vast systems of education is a 

complex and multidimensional process. Our analysis of the process, as well as 

the organization of this report, rests on several important distinctions concerning 

the level of assessment, the approach to assessment, and the steps of the 

assessment process. 

First, our analysis suggests that any assessment of system performance must 

proceed at two levels: the system level and the provider level. Much of the 

literature on assessment in higher education and corporations emphasizes 

provider-level assessment. However, our review of specific organizations 

highlights the importance of assessment that takes place at the system level. That 

type of assessment, which we call Phase One, poses two questions that cannot be 

answered by assessing individual providers: (1) Are all potential customers 

being served by the system? and (2) Are system-level objectives being addressed 

by providers? Provider-level assessment, which we call Phase Two, evaluates 

how well individual providers of education are meeting the needs of their 

customers. We found that many assessment activities simply overlook Phase 



12 

One and therefore fail to discern systemic problems. Since system-level 

assessment can only be carried out by an intermediary organization that stands 

outside provider institutions, it is particularly important for the Chancellor's 

office to consider.2 

Second, for Phase Two assessment of provider institutions, we identified four 

main approaches to assessment that differ along several dimensions. Three of 

the approaches, which we call Models 1,2, and 3, focus on assessing the 

performance of the provider. Model 4 focuses on assessing the competencies of 

the student. The models are further distinguished by such factors as who 

designs and carries out the assessment process and what its primary purpose is. 

Third, regardless of what approach is taken to the assessment of providers, our 

research found that there are basically three steps in the process, each with its 

own important requirements: 

• Identify the goals of education or professional development. 

• Measure performance: Identify and implement measures of performance. 

• Evaluate the extent to which the performance measures meet the education 

and professional development goals. 

The first step, identifying goals, is often overlooked in system assessments. 

When assessors go right to the task of defining measures of performance without 

first identifying goals, they run the danger of committing themselves to 

measuring outcomes that do not clearly relate to the objectives of the education 

system. They may either develop extraneous measures or neglect measures that 

reflect core system objectives. In the first instance, time will be wasted collecting 

and analyzing irrelevant information. In the second instance, they will not know 

whether the system is meeting these objectives. 

The next section describes the first of our distinctions: how system-level 

assessment differs from the assessment of individual providers—why it is 

important, how specific organizations have implemented it, and what benefits it 

brings. 

■'Because of the relative emphasis placed on Phase Two assessment in the literature (this is what 
most people think of when they discuss assessment), our report goes into more detail on Phase Two. 
However, we stress the importance of Phase One and draw lessons on Phase One from case studies. 
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3. Phase One: System-Level Assessment 

The assessment of any education system involves more than assessing individual 

providers of that education. Our research revealed the importance of a higher- 

level assessment that addresses issues that go beyond individual institutions, 

such as whether the network of providers is reaching all potential customers, 

whether it is meeting the needs of the system as a whole, and whether the system 

itself, rather than any individual provider or customer, is allocating its resources 

efficiently. System-level assessment of this kind has not received much treatment 

in the literature. As a result, our research drew on the case studies of state higher 

education systems such as the Texas Higher Education Coordinating Board, 

corporations such as Lucent Technologies, and military services and government 

agencies, such as the U.S. Department of Transportation's system of education 

and professional development. 

Goals of System-Level Assessment 

There are two main goals of system-level assessment. One is to detect any 

misalignments between customer needs, system-level needs, and provider 

offerings. The other is to determine whether the system's resources are being 

allocated in a way that will optimize their effects. Each of these objectives poses 

its own challenges. 

Identifying Misalignment 

Misalignments can come in various forms. For example, system-level assessment 

should address whether all potential customers are being reached by the services 

provided. In a state higher education system, for example, certain geographical 

regions of a state may be underserved by the existing set of institutions. In a 

corporation or government agency, the needs of certain lines of business might 

be ignored by existing programs. 

In other cases, the customer that is not being well served may be at a higher level 

of the hierarchy of customers. For example, the lines of business in a corporation 

might have narrower training objectives than the corporate officers who might be 

interested in building a corporate culture or other more general training. For 

example, in corporations where training and education are the responsibility of 
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individual business units, no single business unit may want to take responsibility 

for corporate leadership training. 

Another type of misalignment in the system is that the network of providers may 

not be fully supporting the overall mission of the system. In other words, 

educational services may be offered that have nothing to do with carrying out the 

organization's goals.1 At Lucent Technologies, for example, educational 

activities are provided with one purpose in mind: to help the company achieve 

growth in key markets. If a program or course cannot be linked to this objective, 

Lucent will not offer it. 

This focus on mission-driven education and professional development can also 

be found in public sector organizations, such as the U.S. Department of 

Transportation (DOT). The goal of the DOT Learning and Development Program 

is to "enhance the operation of the Department in accomplishing its mission by 

investing in the development and utilization of its human resources" (DOT, 

1997). This goal is linked to DOT's overall management strategy, "ONE DOT," 

which is designed to develop an integrated and unified department to provide 

the highest-quality transportation system for the country. The Learning and 

Development Program sees a clear need for partnership with managers of the 

operating administrations who control key business areas in designing and 

assessing training. 

Optimizing Resource Allocation at the System Level 

All of the education systems we studied were dealing with limited resources. 

Many of the education systems are embedded within larger systems (e.g., 

corporations, government agencies, or states) that had primary missions other 

than education, training, and professional development. As a result, the leaders 

of the larger system had to determine how to allocate education and training 

resources in an efficient, effective manner. This is the crux of the system-level 

productivity issue: Are the system's resources being allocated in such a way as 

to maximize their impact? Our case studies illustrate the ways in which different 

systems address this issue. 

It is important to point out that many systems do not view this type of misalignment as a 
problem. For example, some companies might support training and education that benefits the 
employees as individuals (e.g., enrichment courses) even if it does not relate to their jobs. Similarly, 
state institutions of higher education often offer courses or sponsor research that is not of direct 
interest to the state. 
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How Systems Establish a Structure for Such Assessment 

To cany out such high-level assessment, most large systems set up an entity 

responsible for looking at the "big picture" education and professional 

development issues that can be assessed only at the system level. This entity is 

neither a direct customer nor a provider, but an intermediary. In states, that 

entity is a state higher education board; in corporations, military services, and 

government agencies, it is a central learning organization of some type. 

As our case studies showed, these intermediaries must be closely tied to the 

customers and providers. Although the education systems we reviewed differ in 

profound ways, those that were engaged in system-level assessment were 

surprisingly consistent on this point: They were able to operate at a strategic 

level because they had high-level involvement from system leaders—such as the 

state governor, the CEO, or the secretary of the military service—and they were 

fully integrated into the operating units of the organization in which they were 

embedded or the institutions over which they had oversight. This integration 

provides access to regular information on the priorities and needs of the overall 

system of which they are a part. 

Several case studies provide examples of such integration: 

• In Kentucky, the governor has made higher education a defining issue of his 

administration and played a key role in reshaping the Kentucky Council on 

Postsecondary Education (CPE). There is also a Strategic Committee on 

Postsecondary Education (SCOPE), which includes the governor, the state 

general assembly leadership, and the leadership of CPE. The purpose of 

SCOPE is to ensure that the elected leaders play a role in developing the 

strategic agenda for postsecondary education. 

• In the corporate environment, central learning organizations, headed by a 

"chief learning officer," are replacing a model in which training was 

controlled by individual lines of business and each had its own training 

activities to meet their specific needs. This shift to more centralized planning 

is similar to the transition that information technology went through in the 

1980s, when the term "chief information officer" was relatively new. 

Corporate learning organizations have recognized the importance of getting 

buy-in from both the company's chief executive officer and the heads of lines 

of business in support of their efforts. 

• In the Air Force education and training establishment, many stakeholders are 

involved at different stages of the process: Commanders at different levels 

identify training requirements and priorities; Air Education and Training 

Command is the primary agency responsible for training development and 
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assessment; Major commands identify mission demands and 

training/personnel needs; Air Force Deputy Chiefs of Staff oversee the 

management and policies for training. They, along with the training 

managers, supervisors, and students, provide input into the quality 

assessment process. 

• The U.S. Department of Transportation (DOT) education and professional 

development process is coordinated through the Learning and Development 

Program in the Office of Human Resource Management, as described earlier. 

There is continuous collaboration between this program and the operating 

administrations of DOT. Members of the human resources department of 

every operating administration sit on the Learning and Development 

Council and provide input and feedback on education and development 

policies for the department as a whole. 

• Lucent Technologies established a structure for systemwide assessment by 

creating business performance councils that support curricula in 15 different 

areas, such as software, wireless, diversity, and program management. Each 

business performance council is composed of powerful people in the 

company. For example, the software committee is headed by the Vice 

President for Software. There are over 160 people on these councils. There is 

a dean for each curriculum, and about 20 subject matter experts help with 

curriculum design. The success of the business performance councils and of 

the learning and development activities in general is driven by several 

factors including strong, executive-level leadership and support and broad 

involvement with the business units. The councils are responsible for much 

more than education and training, highlighting the link between education 

and professional development and corporate goals. They consider all 

strategic issues related to the particular subject area. 

Such integrated learning organizations are well suited to the tasks of Phase One 

assessment. 

How Systems Identify Misalignments 

One of the goals of Phase One assessment is to identify the gaps between what is 

needed and what is provided, determine which gaps can and should be 

addressed by learning solutions, and develop learning solutions to help close 

those gaps. As a practical matter, however, the first step in that process—often 

referred to as needs analysis—is difficult to accomplish. 

The most structured approach to needs analysis we observed was in the Air 

Force. The Air Force uses the Instructional System Development model to 



17 

determine what instruction is and is not needed. This step is conducted by the 

Air Force Occupational Measurement Squadron (AFOMS), which surveys every 

person in a particular occupational specialty2 to determine the skills that are used 

(and not used) in different jobs. The activities of AFOMS provide the 

information necessary for Air Force managers to determine whether the 

appropriate training needs are being addressed. They do not address individual 

job performance or the quality of the training provided. That is done by staff at 

the training centers. AFOMS focuses exclusively on collecting data about the 

work done in every specialty in every career field and comparing that with 

information on the training being provided by the Air Force. AFOMS reports 

become the departure point for decisionmaking on key issues, including skills 

that are being trained but not used in the Air Force and skills that are used but 

not trained. 

Lucent Technologies has also recognized the importance of this type of needs 

analysis, and the different business performance councils are at different stages 

in the development of tools for identifying competency gaps. At this point, only 

two of the councils (software and program management) have a strong needs 

analysis methodology in place. The software council makes use of an 

industrywide tool called the Kiviat. The Kiviat is a measurement tool that helps 

assess proficiencies and identify gaps in eight software project areas: customer 

focus, project management, project team variables, tools, quality focus, 

methodologies, physical environment, and metrics. The tool includes a detailed 

instrument, with 20 metrics in each area, for measuring a company's 

performance relative to others in the industry on a five-point scale. The 

performance measures are evaluated on the basis of ten years of industrywide 

data. The software council uses the results of the Kiviat to point out areas where 

Lucent's performance is not leading edge and then considers whether learning 

solutions might be able to help improve performance in these areas. 

The two state higher education coordinating boards that we reviewed had a 

much less structured approach to needs analysis at the system level. Often, gaps 

between needs and offerings are identified when some constituency group is 

motivated to complain about the current offerings. For example, in the 1990s, 48 

counties filed a lawsuit against the State of Texas because they felt that the region 

was not being provided with enough educational opportunities. This lawsuit led 

2Every military and civilian job in the Air Force is associated with a functional Air Force 
Specialty Code (AFSC), which is in turn part of a career field. Each career field has a high-level 
manager—a person who is in charge of the enlisted, officer, and civilian workforce in that functional 
area. Among other things, that individual is responsible for the training and education of individuals 
in that career field. The career field manager is in the Pentagon (functional headquarters) or in a 
specific command (when the specialty is confined to one major command). 
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to growth in higher education spending in that region of the state. However, the 

State of Texas recently commissioned a study by the Council for Aid to 

Education to help identify state higher education needs through demographic 

and labor market analyses (Benjamin et al., 2000). 

How Systems Allocate Resources 

Of all our case studies, Lucent Technologies has the most impressive record of 

improving the productivity of its education and professional development 

system. Since 1995, the Lucent Learning Performance Center has increased the 

total number of learner days by over 60 percent and decreased the cost per 

learner day by about 50 percent. It achieved these results by taking several steps: 

• Reducing redundancies in the course development and design process. For 

example, there were about 700 courses on fire extinguisher operation being 

offered. This process allowed Lucent to consolidate about 70,000 courses 

offered to about 2,000 courses. 

• Decreasing the number of vendors from which courses were purchased. 

• Improving the focus of the courses Lucent developed internally,3 thereby 

reducing the number of those courses from 800 to 390. 

• Eliminating high-cost programs, such as the Wharton School of Business 

Executive MBA Program, whose value did not justify their cost. 

• Increasing the use of web-based instruction to reduce travel costs. 

Compared to the Lucent Learning Performance Center or the DOT Learning and 

Development Program, the Texas Higher Education Coordinating Board has 

much less control over what education offerings are provided by the public 

institutions in the state. However, this board does exert some influence through 

its authority to approve programs as eligible for state funding. In exercising that 

authority, it also considers whether existing offerings are meeting state needs 

and whether they do so efficiently. 

The Texas Higher Education Coordinating Board's strategic plan (1999-2003) 

emphasizes that one of the board's key functions is "to eliminate costly 

duplication in academic programs and technical programs." This is 

accomplished through a review process that is based on five criteria: need (does 

the state need this program at this particular institution?), quality, cost, 

duplication (would a proposed program duplicate existing programs within the 

-2 

Lucent Learning Performance Center helps coordinate courses provided by external vendors in 
addition to those developed internally. 
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geographic area?), and mission (does the program fall within the institution's 

mission?). In spite of these reviews, the staff of the board know that they will not 

be able to identify all the programs that should be eliminated (about 10 percent 

will be bad investments). The key is to establish a process of ongoing review so 

that the number of ineffective programs can be continually reduced. 

The Air Force Air Education and Training Command (AETC) uses the 

Instructional System Development (ISD) process in developing its training 

programs. 

The goal of ISD is to increase effectiveness and cost efficiency of education 
by developing instruction on job performance requirements, eliminating 
irrelevant skills and knowledge instruction from courses, and ensuring that 
graduates acquire the necessary skills and knowledge to do the job. 

As a result, "ISD is a total quality process"5 that provides a system approach to 

training. Similarly, in the Navy, the primary goals of education and training 

assessment are to provide more training to more sailors at lower cost and to 

provide sailors the skills that they need to do the job. 

Need for Standardized Data and Course Offerings 

In many systems we examined, education and professional development 

activities emerged over time in a decentralized manner on an "as-needed basis." 

There was no centralized entity coordinating and monitoring that growth and 

development. By the time many of these systems realized the potential value of 

Phase One assessment, the information required to conduct such an assessment 

was highly decentralized and difficult to assemble. Thus, an important task for 

many entities responsible for Phase One assessment has been data gathering and 

standardization of provider offerings. 

For example, the Texas Higher Education Coordinating Board developed a 

workforce education course manual (WECM), a "statewide inventory of technical 

and workforce continuing education courses that colleges may offer in rapid 

response to the needs of business and industry." The creation of the manual was 

motivated in part by complaints from state residents about the difficulty of 

transferring credits among different institutions in the state, along with a 

recognition that there was excessive program duplication. To develop the 

manual, the Texas board gathered experts and faculty together and got them to 

4AETC Instruction 36-2201 (1998), Training Evaluation, Department of the Air Force. 
Air Force Handbook 36-2235 (1993), Information for Designers of Instructional Systems, 

Department of the Air Force. 
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agree on a set of courses, appropriate content descriptions, and an appropriate 

range of contact hours for courses in particular course sequences. For example, 

in welding, they reduced the number of courses from 900 to 96. Overall, they 

went from over 30,000 courses to about 6,000. Now, introductory welding has 

the same course name at every college offering it, and the course involves the 

same number of total contact hours regardless of where it is delivered. A person 

could take the course in Del Rio, and then be ready to take the next course in the 

sequence in San Antonio. The WECM effort took about four years and cost 

approximately $150,000 per year. 

An added benefit of the WECM effort is that it facilitates data gathering and 

tracking efforts on students. As part of the ongoing review of two-year colleges, 

the coordinating board has developed the Academic Performance Indicator 

System. The information system contains longitudinal data on courses and 

students (demographic information, Social Security number, what courses they 

are taking, and graduation and Texas employment status). Students can be 

tracked across colleges and into the workforce by linking Social Security numbers 

to Texas workforce commission data. This tracking capability and the ability to 

track student, course, and college performance in one system is greatly facilitated 

by the WECM effort. This data effort costs about $530,000 annually. 

Beyond Assessment: Promoting Workforce 
Improvement 

Phase One efforts create a structure for identifying system needs on an ongoing 

basis. Some of these efforts go well beyond assessment. Centralized learning 

organizations, for example, provide a range of services that are ultimately 

designed to promote workforce improvement. They help employees develop 

individual learning plans to meet their training needs and keep track of their 

training accomplishments. The consolidation of courses at Lucent Technologies 

has made it easier to integrate training records with personnel records. 

Formerly, Lucent kept training records on employees, but they were not 

centralized, thus making it difficult to construct a training history on an 

individual. Now, if a learner successfully completes a course, course completion 

is noted in the person's record. In addition, the system allows students to search 
for and enroll in courses online. 

Some learning organizations, such as the one at Sun Microsystems, have 

introduced information "portals" that organize information functionally, 

allowing employees to easily find what they need about learning opportunities 

throughout the company. United Airlines is also developing an interactive web 
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site that includes online tests that help an employee determine the skills (math, 

verbal, and leadership) he or she is lacking. The web site is a huge information 

clearinghouse, organized on the basis of the tests and other information for the 

benefit of the user. For example, the learner can pull up a list of learning 

opportunities, both internal and external, that are available through United. 

Using well-developed web tools, learning organizations can connect and 

coordinate learning experiences for employees. 

Multiple Benefits 

The process of determining whether the system is addressing the needs of the 

system as a whole can have many important benefits: 

• It identifies where additional education and professional development is 

needed, as well as where redundancies have developed. 

• It ties education and professional development to the primary mission of the 

system. 

• It encourages prioritizing among competing needs. 

Phase One efforts can have other useful results as well. For example, as part of a 

Phase One assessment, a system might conduct a needs analysis (comparing the 

skills, aptitudes, and abilities that are needed in specific positions with those that 

employees have) that can be used for other purposes. The system might also 

develop the capability to track a learner's skill acquisition and performance over 

time and integrate that information with personnel records. Finally, a Phase One 

effort might lead a system to standardize course content within the system, a step 

that also helps identify redundancies and track individual skill development. 

Lessons for the Chancellor's Office 

The issues that are typically addressed in Phase One assessment clearly go 

beyond the mission of the Chancellor's office; they address the link between 

workforce planning and education and professional development. Phase One 

assessment involves the key decisionmakers of the larger system—in this case 

DoD. Drawing on the lessons from state higher education coordinating boards 

and corporate universities, high-level support, probably from the Secretary of 

Defense, would be required to support a real Phase One assessment effort. It 

would also require input from many segments of the DoD hierarchy. 

As an intermediary in the system of DoD civilian education and professional 

development, the Chancellor's office would be a key player since it is in a unique 
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position to promote the type of Phase One activities described in this section. 

The Chancellor's office could begin an effort to build support for such assessment 

among key constituents, such as functional sponsors of education and 

professional development, managers of the civilian workforce, etc. The 

Chancellor's office could also partner with parallel offices responsible for 

workforce planning to create an organization similar to a corporate learning 

organization. 
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4. Phase Two: Assessing How Well 
Providers Meet Customer Needs 

Phase Two of the assessment of education systems focuses on the performance of 

specific providers of educational services. While such assessment is sometimes 

driven by system-level goals, the unit of analysis for assessment is either a 

provider organization or the student. This section describes the main approaches 

used to conduct such assessments. As with the rest of this report, this section 

summarizes and draws key lessons from assessment approaches used in a wide 

variety of contexts. Although all of the literature we reviewed and all of our case 

studies concerned assessment, we found that each of the different assessment 

organizations (e.g., accrediting agencies, corporate learning organizations) uses a 

different language to describe what they do. We did not identify any existing 

literature that summarized and drew lessons about assessment from such a 

diverse set of assessment approaches. In this section we present such a 

summary, describing models of assessment that capture the key differences 

among approaches. 

We identified four models for determining how well providers are meeting the 

needs of their customers. These are illustrated in Figure 4.1. In the first model 

and its variation, the provider conducts the assessment of education activities, 

and an intermediary institution reviews the process used by the provider to 

conduct its self-assessment. In Model 2, on the other hand, the intermediary 

actually conducts the assessment: It defines assessment goals, designs the 

assessment process, and evaluates institutional performance based on data from 

the provider. Model 3 differs from both these models in that there is no role for 

an intermediary: The provider acts independently in conducting its self- 

assessment. In the fourth model, either the provider or an intermediary also 

conducts the assessment, but in this case the focus is student competencies. The 

assumption behind this approach is that measuring what students have learned 

is the best way to assess performance of the education system as a whole.1 

■^Models 1-3 reflect traditional approaches to educational assessment that focus on the provider 
and implicitly assume that if the institution is good, that students who pass through the institution 
have learned what they needed to learn. Indeed, many provider-based assessments consider 
evidence of student performance, improvement, or achievement (e.g., pass rates on licensure exams) 
as a measure of an institution's success or failure. In that respect, information on student 
performance can be an element of all four assessment models. What makes Model 4 different from 
the others is that the assessment essentially ignores the provider. In fact, an individual need not 
attend a course to achieve certification. Instead, they may learn skills or concepts on the job, through 
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Figure 4.1—Four Models for Assessing Providers 

Model 1: Intermediary Assesses or Guides Provider's 
Process of Assessment 

What is unique about Model 1 is that an intermediary organization is responsible 

for overseeing the assessment process used by provider institutions. This 

approach, which has its origins in the business world, is receiving growing 

interest in the education community because it allows education institutions to 

develop their own assessment processes that best reflect their education and 

training goals. In reviewing these processes, the intermediary organization 

focuses on whether the goals are reasonable, and whether the measures are valid 

and reliable indicators of the achievement of the goals. Because this approach 

does not typically impose goals from the outside, each provider may be assessed 

against different goals. 

a CD-ROM, or be self-taught. What further complicates the distinction between Model 4 and 
provider-based assessment is the fact that many professional societies require that individuals both 
graduate from an institution that is accredited by the society and pass a licensing examination to be 
certified as a professional in that field. In other words, these professional societies require that both 
the individual competencies be assessed through Model 4 and that the providers be assessed, 
normally through a Model 2-style assessment process. 
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One of the best examples of this approach is outside the education community: 

the International Organization for Standardization process quality standards, 

called ISO 9000. The clearest example of Model 1 in the academic world is the 

academic audit, an approach developed outside the United States that is only 

now attracting wide attention in this country. 

ISO 9000 

ISO 9000 certification is a widely recognized and highly regarded stamp of 

approval for manufacturing companies. Developed in the late 1980s, it was 

designed to provide quality standards of production worldwide and thereby 

facilitate business deals between producers and consumers. To achieve ISO 9000 

certification, leaders within an organization must explicitly define and document 

their policy for quality, which ultimately becomes a "quality manual." The 

adopted policy should be not only a standard of quality within the organization, 

but also a standard of quality that can be verified and certified by a third party. 

The ISO 9000 process also requires that measures be developed for assessing a 

process and that the leaders of the organization explicitly define the quality 

standards for producing products or services. The organizational standards 

should be stated principally in terms of performance. Because evaluation is an 

essential part of the ISO 9000 philosophy, it is crucial that workers keep up-to- 

date documentation that can be used by external auditors to certify2 the 

organization as an ISO organization. ISO registration does not guarantee that an 

organization's products are of high quality, but serves as evidence that the 

organization is strictly adhering to its own internal quality production standards. 

To become certified, a third-party organization must serve as an objective 

evaluator of the organization's adherence to its quality manual.3 In theory, once 

an organization is certified, it is recognized around the world as having a quality 

system that is fully and consistently utilized. The certification lasts for three 

years. 

Recently, the ISO has developed a new set of standards and guideline that could 

be applied to service industries, including education. Some researchers argue 

that the ISO 9000, along with total quality management (TQM) strategies, can be 

used in an education context to enhance customer satisfaction, reduce student 

attrition, and improve graduation rates while reducing costs (Vandenberge, 1995; 

Spanbauer, 1992). But there has been substantial resistance to this approach from 

2 Also referred to as being registered. 
^The Registrar Accreditation Board (RAB), an affiliate of the American Society for Quality 

Control, regulates the external audits for certification. 
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the academic community, due in part to their reluctance to adopt strategies from 

the business world. 

The Academic Audit 

The purpose of an academic audit is to ensure that institutions have processes in 

place for measuring their own quality and thus can engage in ongoing self- 

improvement. It is a relatively new approach to quality assessment that has been 

implemented abroad—in Hong Kong, Scandinavia, Great Britain, Australia, New 

Zealand, and the Association of European Universities (CRE)—and is beginning 

to receive attention in the United States, particularly from certain regional 

accrediting organizations. It has been influenced by the process-oriented quality 

assessment tradition in the private sector, such as total quality management and 

the Baldrige Award, but it is less adversarial and more collaborative and is 

therefore viewed by academics as less alien than many techniques used in the 

business world. 

Academic audits are normally conducted by an external organization or 

intermediary, but that organization often brings together representatives of 

provider institutions and other stakeholders as well. In Hong Kong, for example, 

the audits are carried out by the University Grants Committee (UGC), a large 

advisory body including distinguished overseas academics, prominent local 

professionals and business people, and senior academics from local institutions. 

According to David Dill, Professor of Public Policy Analysis and Education at the 

University of North Carolina, 

Auditors review and verify the effectiveness of an institution's basic 
processes of academic quality assurance and improvement, including: (1) 
how an institution designs, monitors, and evaluates academic programs 
and degrees; (2) how an institution assesses, evaluates, and improves 
teaching and student learning; and (3) how an institution takes account of 
the views of external stakeholders in improving teaching and student 
learning (Dill, 2000b).4 

The process is structured somewhat like an accreditation process. It begins with 

the inspection of documents that describe the way the institution assesses its own 

performance. As a next step, a team of auditors visits the institution. Finally, the 

team writes a report that is made widely available. Because audit reports are 

David Dill, Professor of Public Policy Analysis and Education at the University of North 
Carolina, Chapel Hill, has written extensively on the academic audit. See his web site for additional 
information, including reviews of other countries that have implemented the process, manuals, and 
review instruments: www.unc.edu/courses/acaudit. Appendix C contains a more detailed 
description of the academic audit. 
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made public, they are viewed as an important tool to ensure accountability. 

Public release also motivates institutions to take the process seriously. 

Because the academic audit allows the institutions to define their own quality- 

assurance processes, it is more sensitive to the different roles, missions, and 

characteristics of institutions than are certain other approaches. As a result, it is 

particularly useful for systems with a diverse set of providers. Although it has 

been criticized for lack of attention to inputs and outcomes, it does not so much 

ignore outcomes as delegate responsibility for assessing outcomes to the 

provider. 

The unit of analysis for academic audits is usually whole institutions, but the 

assessment could work with individual programs or departments. Each 

institution is assessed on its own terms and reports are written with the 

institution in mind. Auditors deliberately avoid drawing comparisons among 

institutions. Current use of the academic audit is largely confined to higher 

education, although the principles could relate to training and professional 

development as well. In fact, the Teacher Education Accreditation Council 

(TEAC) is incorporating the use of the academic audit in the accreditation of 

teaching programs. 

In the ISO 9000 and academic audit examples, the intermediary organization has 

a substantial amount of authority. Its judgment about the adequacy of the 

provider's assessment process carries some weight. In other cases, the 

intermediary using Model 1 does not possess such authority and does not 

actually make a judgment about the processes providers use for quality and 

productivity assessment. Instead, it provides recommendations for improving 

the assessment process, and suggests assessment tools, methods, and reasoning 

on which provider and stakeholders can draw. In this case, it can help promote 

quality by offering different types of assistance, but it cannot actually ensure 

quality. 

The U.S. Department of Transportation (DOT) provides an example of this 

weaker version of Model 1. The DOT Learning and Development Program has 

developed a policy guide called the "Learning and Development Framework," 

which is designed for use by managers and supervisors in implementing the 

DOT's education and development policies and programs. The published 

framework provides recommendations for assessment of program activities as 

well, although the assessment is carried out at the operating administration level. 

In other words, the operating administrations determine for themselves whether 

their education and professional development activities are meeting the goals as 
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defined by the Learning and Development Program. See Appendix F.l for a 

fuller description of the DOT's Learning and Development Program. 

Corporate learning organizations also often play this modified Model 1 role. 

Many serve as advisors to the business units that actually provide the training. 

They can be information clearinghouses, offering assistance on everything from 

curriculum development to assessment. 

Model 2: Intermediary Conducts the Assessment 

In Model 2, an intermediary conducts the actual assessment, including defining 

goals, measuring outcomes, and evaluating performance. Such an approach 

allows the intermediary to function as an independent check on quality. Except 

for corporate learning centers, most intermediaries are completely independent 

of the provider so that they can act as objective judges of quality. In this way, the 

model is well suited for the accountability function. 

The independence of intermediaries also enables them to focus on system-level 

goals. State higher education coordinating and governing boards, for example, 

can manage the assessment process and choose performance measures that 

reflect state or system-level goals that might not be attended to by individual 

institutions. These issues, such as access and equity, are bigger than any 

individual institution and cut across schools. In this way, accountability systems 

provide states with leverage to influence institutions to focus on issues that they 

might otherwise overlook. In addition, some providers like having requirements 

imposed by external assessors because, for example, it allows them an 

opportunity to motivate their employees to undertake changes they might 
otherwise resist. 

The independence of the intermediary, however, can also undermine the value of 

the assessment. Any approach imposed from an external organization runs the 

risk of focusing on inappropriate measures and failing to reflect institutional 

goals. 

Organizations that use a Model 2 assessment approach include state higher 

education governing and coordinating boards, U.S. News and World Report, and 

traditional accreditation agencies. The Malcolm Baldrige National Quality 

Award program also fits into this mold. Each of these is described briefly below. 
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State Higher Education Governing and Coordinating Boards 

State higher education boards work under the authority of the governor and 

legislature to ensure that postsecondary institutions operate collectively in ways 

that are aligned with state priorities and that serve the public interest 

(McGuinness, 1997). State boards include governing boards and coordinating 

boards, which differ in their responsibilities, influence, and level of authority.5 

Most boards have created "accountability systems" to measure and ensure the 

quality of the institutions within their purview. Among the accountability 

systems in vogue today are performance indicators, report cards, and 

performance funding. Although accountability is the primary purpose of these 

systems, most states encourage institutions to use the data for self-improvement 

as well. However, report cards tend to be problematic in that they can enforce 

the lowest common denominator, rather than high quality or even quality 

improvement. Since the "cut scores" for passing or failing on report card types 

of assessments are typically set arbitrarily, it is likely that most institutions will 

"pass," thus eliminating incentives for improvement. Even those institutions 

that do not pass may only set their improvement goals on whatever the pass 

score is, regardless of the quality or level of improvement that meeting those 

scores entails. 

Accountability systems differ in their level of collaboration among stakeholders, 

providers, and intermediaries. Some higher education boards are more directive 

than others. When governing boards determine assessment goals, measures, and 

evaluations without substantial input from providers, conflict and resentment 

often follow. Institutional leaders may feel that the state is imposing standards 

on them that do not reflect the institution's actual quality. Other state boards are 

more collaborative and ask institutions to play a substantial role in establishing 

assessment goals and methods. Although this approach leads to more 

acceptance of assessment by providers, it is time-consuming and costly. 

The information gathered through these accountability systems is used in at least 

four ways, as described below. 

•     Funding. Some states link a percentage of funding to institutional 

performance. Tennessee awards 2-5 percent of its instructional budget based 

on assessment results. In theory, South Carolina awards 100 percent of 

funding based on performance, but in practice a much smaller percentage 

(about 5 percent) depends on assessment results (Schmidt, 1999). 

5See Appendix B for a discussion of these differences. 
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• Program Planning and Elimination. Assessment results may contribute to 

decisionmaking about academic programs. For example, based on its review 

of assessment data, the Illinois Board of Higher Education in 1992 

recommended the elimination, consolidation, or reduction of 190 programs 

at public universities, including 7 percent of all undergraduate programs, 

among other changes. 

• Comparisons. In many states individual campuses are encouraged to use 

assessment results for self-improvement purposes. The degree to which this 

actually occurs is unknown. 

• Public Information. Assessment results also provide a means of informing 

the public about its state's higher education system. Thus, some states 

publish report cards—for either the system as a whole or for individual 

institutions. 

The effectiveness of state accountability systems is uneven. At best, the efforts 

may lead to quality improvements and better alignment between higher 

education and state policy goals. At worst, the efforts create dissension; force 

institutions to redirect resources away from other, arguably more valuable 

activities; and provide little insight into the performance of higher education 

institutions and systems. 

See Appendices B, B.l, and B.2 for more detail about state higher education 

governing and coordinating boards in general, as well as two examples of such 

boards in Texas and Kentucky. 

U.S. News and World Report 

U.S. News and World Report publishes college rankings on a yearly basis. The 

company plays the role of an intermediary and sees itself as one potential source 

of information to the customers of higher education. The process does not 

encourage any formal collaboration among the stakeholders, providers, and the 

intermediary. U.S. News and World Report determines the assessment criteria, 

conducts the analysis, and provides the results to consumers. The rankings are 

based on quality measures determined by the publication, including, for 

example, reputation of the school, selectivity, faculty resources, and financial 

resources. The ranking formula weights the indicators by level of importance, 

imposing a model of what a "good college" or "good graduate program" is. In 

doing so, the U.S. News and World Report rankings system implicitly attributes 

goals to institutions and their stakeholders (see Appendix H.l for more detail). 
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Accrediting Agencies 

Accreditation is another example of intermediary assessment of provider 

organizations. Accreditation in U.S. higher education determines whether an 

institution or a program meets threshold quality criteria and therefore certifies to 

the public the existence of minimum educational standards. It is voluntary and 

is mostly carried out by eight regional commissions.6 These commissions are 

responsible for accrediting whole institutions. In addition, there are dozens of 

national associations that offer recognized specialized and professional 

accreditation for programs or other academic units within an institution, or for 

freestanding single-purpose institutions. 

Accreditation has primarily been about accountability, but there are efforts under 

way to make the process more flexible so that institutions can use the process for 

self-improvement. There are also signs that some accreditation commissions are 

working more collaboratively than others with the providers. 

Accreditation is a multistep process. The program or institution first conducts a 

self-study, using guidelines from the accrediting agency. Following the self- 

study, the accrediting team conducts a site visit at the institution where the team 

meets with a range of institutional representatives. Based on the visit and the 

materials provided by the institution, the review team evaluates such measures 

as educational objectives, programs and curricula, degree programs, faculty, 

student services, student progress, admission policies and practices, student 

recruitment, and management. It submits a report to the accrediting agency, 

which provides a formal report to the program/institution. After the institution 

is given an opportunity to respond, the accrediting agency decides whether to 

grant accreditation. Although the result is made public, only the program and 

institution are provided the details that support the decision. 

The accreditation process can be extremely expensive, particularly for major 

universities that go through the process multiple times for various specializations 

or programs, as well as institutional/regional accreditation. However, 

accrediting tends to be on a ten-year cycle, so institutions do not have to go 

through the process very often (the exception again being research universities 

with multiple departments going through specialized accreditation). 

"There are only six accreditation regions in the United States: Middle States, New England, 
North Central, Northwest, Southern, and Western. Generally, there is a regional accreditation 
commission for each region. However, two of the regions (Western and New England) have two 
separate organizations: one in charge of accreditation for two-year colleges and one for four-year 
colleges. As a result, there are a total of eight regional commissions: MSA, NEASC (CIHE and CTCI), 
NCA, NWA, SACS, and WASC (Jr. and Sr). 
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See Appendix D for more on accreditation and Appendix D.l for information on 

the Western Association of Schools and Colleges. 

Malcolm Baldrige National Quality Award 

The Malcolm Baldrige National Quality Award is another example of Model 2.7 

It differs from other Model 2 approaches in that providers must make an active 

choice to participate in the program—there is no direct or indirect requirement 

for them to do so. The program seeks to assess the overall performance 

management system of participating organizations and to recognize those that 

excel. The award criteria set standards for the level of assessment that 

institutions must undertake and evaluate them along specified dimensions 

related to quality. The Department of Commerce is responsible for the award, 

and the National Institute of Standards and Technology (NIST)8 manages the 

program with assistance from the American Society for Quality. A Board of 

Overseers, made up of members from industry handpicked by the Secretary of 

Commerce, directs the award program and determines whether the evaluation 

process and requirements are adequate. 

Organizations volunteer to participate in the program's assessment process 

because they view it as a means of self-improvement. Many organizations report 

having better employee relations and higher productivity and profitability as a 

result of their participation. Companies also report improved customer 

satisfaction after implementing Baldrige recommendations. 

The Problem of Compliance 

Intermediary assessors using a Model 2 approach are often caught off guard by 

institutional resistance (NCHEMS, 1996). For example, in state higher education 

systems, some state boards have proposed to assess graduation rates, while 

community college representatives argue that only one-third of their students 

aspire to graduate. In New Mexico, a report card requirement was dropped 

because of criticism from institutions that the diversity of institutions, missions, 

and students made institutional comparisons unreliable or only minimally 

indicative of institutional performance (Cole, Nettles, and Sharp, 1997). 

Negotiating such issues and reaching a compromise that satisfies both the 

assessor and the assessed can take tremendous time and effort. 

See Appendix 1.1 for more information on the Baldrige Award. 
o 
°NIST is a U.S. Department of Commerce agency. 
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Even when assessors can agree on measures and overcome resistance, they are 

not necessarily certain that accountability-based initiatives will lead to 

institutional improvements (Boyer et al., 1987). Many suspect that accountability 

endeavors produce a compliance response that is divorced from improvement 

(Aper, Cuver, and Hinkle, 1990; Ewell, 1993; El-Khawas, 1995; Steele and Lutz, 

1995). In the higher education sector, state initiatives that prescribe standardized 

measures may be less well accepted internally and thus less useful for informing 

institutional improvement than those that permit institutions to use locally 

developed assessment instruments (Ewell, 1987a; Jacobi, Astin, and Ayala, 1987; 

Ory, 1991; Terenzini, 1989). 

Organizational theory posits that there are five strategies for responding to 

external requests or constraints: complying, compromising, avoiding, defying, 

and manipulating (Oliver, 1991). While complying may be the most ideal 

response, from the point of view of the organization asking for compliance, it is 

difficult to achieve. Even when institutions intend to comply, they may lack the 

know-how to do so effectively. In addition, avoidance can be masked by faked 

compliance. The organization may appear to comply with the request, but not 

actually follow through. In certain situations, the organization may defy the 

external request, such as when the perceived costs of resistance are low, when 

internal values diverge from external mandates, or when organizations believe 

they can demonstrate the rationality of their alternative conduct (Oliver, 1991). 

Finally, manipulation is an option, with organizations attempting to co-opt, 

influence, or control mandates. Manipulation is most often seen in cases where 

the external assessor's office is staffed by people who are close friends with those 

they are attempting to assess. 

Organizations are most likely to comply in several circumstances: when they are 

highly dependent on the institution exerting the pressure;9 when there is a legal 

or regulatory apparatus to enforce compliance; when the expectations are 

already very broadly diffused or supported or when the mandates do not 

impinge on the autonomy of core areas; and when the organization believes that 

complying will benefit it through conferring a positive reward such as resources 

or prestige, or reducing negative sanctions, such as censorious judgments 

(Oliver, 1991). 

9Resource dependence theory (Pfeffer and Salancik, 1978; Greening and Gray, 1994; Heimovics, 
Herman, and Jurkiewicz Coughlin, 1993) also specifies that an organization will be less likely to resist 
external pressures when it is dependent on the sources of those pressures. An example of this theory 
is found in higher education state boards. Some of these boards control funding for new programs. 
Therefore, institutions are likely to comply with a board's vision, values, and mandates when creating 
new programs in order to secure funding. 
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There are many examples of assessors who do not have direct authority over the 

assessed, yet still achieve compliance. For example, to compete for the Baldrige 

Award (which is a voluntary choice), institutions acquiesce to the call for 

information because they can gain prestige from compliance. In this case, the 

institutions believe that they will benefit from complying (and they know that 

they will not be punished). Nursing, business, law, medical, and other 

professional schools comply with external assessments in the form of licensing 

and certifying examinations. Students must pass these exams to be able to work 

in their chosen industry. These providers comply with the assessment of their 

students in order to gain legitimacy. Students would not attend these 

institutions if they could not be certified to work in their field. Other 

organizations provide incentives to achieve compliance. The Kentucky Council 

on Postsecondary Education uses incentive funding to persuade higher 

education institutions to develop programs or services in line with its vision for 

higher education in the state. 

Authority relationships influence not only compliance, but also what is done 

with the resulting assessment information. If there is no structure in place to 

sanction an institution that does not perform well or to demand that an 

institution improve, there is little likelihood that the assessment will have any 

impact. Of course, this is an issue regardless of the assessment model chosen. 

However, studies have shown that assessments that allow the provider more 

control over the process, as in Models 1 and 3, are more likely to lead to 

improvements (Aper and Hinkle, 1991; Ewell, 1991). 

Model 3: Provider Conducts the Assessment 

In our third model, providers conduct their own self-assessment to ensure 

quality and productivity without the involvement of any intermediary. Its 

purpose is improvement—a means of assuring customers they are getting what 

they need—rather than accountability. However, some of the most innovative 

approaches to provider assessment are building in greater versatility: They are 

multipurpose assessments designed to incorporate the perspectives of a range of 

stakeholders. The best examples of this model are higher education institutions 

or programs, both nonprofit and for-profit. 
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The University of Phoenix 

The University of Phoenix10 is a for-profit higher education institution that serves 

working adults with classes offered primarily on evenings and weekends. It 

serves 49,000 students at 65 campuses in 15 states, Puerto Rico, Vancouver, 

British Columbia, and via distance education. The curriculum is developed 

centrally for every program so that a certain required content is covered in the 

course and specific outcomes can be measured from a centralized perspective. 

The University of Phoenix has a number of mechanisms in place for measuring 

quality, most of which were originally intended to demonstrate their quality to 

potential customers—both employers and learners—but are now used for 

program improvement as well. Their primary assessment tools are the 

following: 

• Student testing. All students are tested at the beginning and end of each 

course to measure what they have learned. The test results are also used by 

the institution for self-improvement. If students do poorly on a certain 

section of the test at one campus, administrators work with that campus to 

improve instruction of the material. If students everywhere do poorly on a 

section, the university revises the course curriculum. 

• Surveys of customer and employer satisfaction. Students are surveyed for 

their evaluation of the quality of teaching, curriculum, books, and 

supplemental materials. Alumni and employers are also regularly surveyed 

to determine whether University of Phoenix graduates have the right skills 

and are getting promoted. Beyond such surveys, students also participate in 

"exit interviews" to gauge their satisfaction. Results of such activities, along 

with information on other issues such as class size, are provided in quarterly 

(and sometimes monthly) reports that are sent to stakeholders. These reports 

are also used by campuses to improve their programs. 

• Reports on the quality and efficiency of business operations. These reports 

compare the campuses in terms of their services and business operations. 

They assess such things as student numbers and whether learning centers are 

turning their paperwork in on time. 

Like the corporate model of continuous process improvement, the university's 

ongoing evaluation of the data collected by these means encourages individual 

campuses to improve student learning. Although campuses are not penalized 

for poor performance, they are compared with one another. The university's 

10See Appendix K.l for more details on the University of Phoenix. 
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philosophy is managing by exception—it looks at outliers and then works with 

them to improve. It has also set up a buddy/mentorship program so schools that 

are not performing well in a particular area are matched with a campus that is 

doing well in that area. 

The Urban Universities Portfolio Project 

Public universities are increasingly being asked for more information about their 

practices: Legislators require information to justify funding levels for these 

institutions; potential students and their families require information about 

which schools offer the best education and best fit their needs; faculty require 

information to make sure their research and teaching is in line with school 

objectives and overall mission; accreditation agencies seek to better classify 

institutions according to services being offered. Increasingly, they must be able 

to demonstrate measurable progress toward clear goals. 

It is becoming widely recognized, however, that a one-size-fits-all approach to 

assessment does not work. A group of urban public universities have come up 

with an innovative new method for communicating their difference from 

traditional public universities and assessing the quality and effectiveness of their 

institutions. Six universities—Indiana University-Purdue University 

Indianapolis, University of Illinois at Chicago, Portland State University, 

California State University at Sacramento, University of Massachusetts at Boston, 

and Georgia State University—participated in The Urban Universities Portfolio 

Project11 funded by The Pew Charitable Trusts. All of these institutions serve 

primarily nontraditional students, many of whom are older than most college 

students and working full-time, and many of whom are first-generation, college- 

going students from diverse racial/ethnic backgrounds. Most of them attend 

classes on evenings and weekends or enroll in distance education courses. 

Aware of their special mandate, these universities collaborated to design an 

assessment method that would hold them accountable for making progress 

toward the goals they set themselves and provide them a tool for improving their 

educational practices. An additional objective of the project is to improve the 

understanding of the distinguishing features of urban public universities among 

both internal and external stakeholders. 

The project calls for close collaboration with representative stakeholders. Two 

groups of external constituents have been established. Both the National 

Advisory Board (NAB) and the Institutional Review Board (IRB) are composed of 

nSee Appendix K.4 for more information on The Urban Universities Portfolio Project. 
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distinguished leaders from business, government, and education. The role of the 

National Advisory Board is to advise the project about its aims, practices, and 

progress by reviewing the evolving set of core goals, indicators, and measures 

and by keeping current on issues facing the urban public schools. Board 

members include key university officials and figures from higher education and 

accrediting organizations. The Institutional Review Board works closely with the 

participating urban universities advising on portfolio development. Members 

include college deans, directors of accrediting associations, professors, and 

provosts from a range of institutions. 

Although each university is developing its own "portfolio" that will eventually 

be published on the web, all six of them will combine their efforts in order to 

define common objectives and outcome measures that reflect their similar 

missions. This process will help establish that urban public universities should 

not be judged by the same standards used for traditional universities. A 

common assessment approach will also allow students and policymakers to 

draw meaningful comparisons among urban public universities. 

Model 4: Student Competencies Are Assessed 

Model 4 represents a completely different approach to assessment, one that 

focuses attention on the student rather than the provider. The previous 

approaches, which focus on the provider, implicitly assume that if the institution 

is good, students who pass through the institution will learn what they need to 

learn. Indeed, information on student performance is an element in all 

assessments: Evidence of student performance, improvement, or achievement 

(e.g., pass rates on licensure exams) is considered a measure of an institution's 

success or failure. What makes Model 4 different is that the assessment 

essentially ignores the provider. In some cases, individuals need not attend an 

institution or take a course to achieve certification. Instead, they may learn skills 

or concepts on the job or through a CD-ROM, or they may be self-taught. The 

end result of the assessment accomplished through Model 4 is the certification of 

student competencies. Therefore, the Model 4 approach is often called 

"competency-based assessment." 

In recent years, there has been increased attention focused on the concept of 

student competencies by business leaders and educators as an innovative 

approach to education and training, and assessment. The competency-based 

approach allows educators to organize courses and instruction around the gap 

between what students already know and what they should know in order to 

demonstrate a level of proficiency in a particular area. 
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There are several approaches to defining competencies. As discussed in the 

previous section, defining competencies can be a part of Phase One assessment 

for a system, as in the Air Force example. The most common method is to 

identify tasks that define competency in a certain domain and assess whether 

tasks are completed in order to conclude that proficiency has been achieved. 

Critics argue that this oversimplifies performance in the real world by ignoring 

the relationship between tasks and other factors that influence performance. 

Another approach looks only at general characteristics needed for effective job 

performance, such as critical thinking skills or communication skills. This 

method ignores the need for different skills in different domains and the need to 

transfer expertise from one area to another. A more integrated approach 

combines defined tasks as well as cross-cutting skills to identify the knowledge, 

skills, and abilities needed to perform effectively in particular domain areas. In 

this approach, "competence is conceived of as complex structuring of attributes 

needed for intelligent performance in specific situations" (Gonczi, 1994, p. 29). 

These competencies embody the goals of education and professional 

development. 

Competency-based education and training is being used in government, private 

industry, and higher education as a way to meet the wide-ranging needs of a 

diverse group of learners. Examples highlighted below are Microsoft's technical 

certification programs, the Department of Labor's SCANS Initiative, and Western 

Governors University—a leader in the competency-based approach to higher 

education. 

Microsofl's Technical Certification Programs 

Microsoft has developed a well-known and widely recognized set of technical 

certification programs. According to its web site, 

Certification provides professionals with a valuable credential that 
recognizes their skills with the most advanced Microsoft technology. 
Certification also provides businesses with an objective way to identify 
individuals who can help them compete more successfully in their industry 
using Microsoft technology.12 

Individuals can achieve technical certifications in one of several areas by taking a 

series of examinations. The Microsoft web site provides information on the 

exams required for each certification, skills being measured in a particular exam, 

ways to prepare for the exam (including official courses offered by Microsoft, 

19 ^Microsoft web site: www.microsoft.com/trainingandservices/default.asp7PageID 
=mcp&PageCall=certifications&SubSite=cert. 
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books, CD-ROMs, online content, and videos), and practice exams that measure 

technical proficiency and expertise in specific areas. 

As an industry leader in professional certification, Microsoft is at the 
forefront of testing methodology. Our exams and corresponding 
certifications are developed to validate mastery of critical competencies. 
Exams are developed with the input of professionals in the industry and 
reflect how Microsoft products are used in organizations throughout the 
world. 

The examinations are offered by two independent companies at testing sites 

worldwide. 

The Department of Labor's SCANS Initiative 

The federal government has also recognized the benefits of conducting job 

analysis to identify the necessary competencies for certain jobs. The Department 

of Labor Secretary's Commission on Achieving Necessary Skills (SCANS) 

initiative was undertaken with the intent of linking competencies and skills 

needed by the business community and government to what is taught in schools. 

SCANS aims to "define the skills needed for employment, propose acceptable 

levels of proficiency, suggest effective ways to assess proficiency and develop a 

dissemination strategy" (U.S. Department of Labor, 1991, p. xv). While SCANS 

acknowledges that technical expertise varies among industries, it posits that the 

basic competencies, or "workplace know-how," are the same for all types of jobs. 

It identified five major categories of skills that are needed across the spectrum in 

all industries: resources, interpersonal, information, systems, and technology. In 

addition, according to SCANS, students need a three-part foundation consisting 

of basic skills, thinking skills, and personal qualities. 

Western Governors University 

The Western Governors University (WGU), established in 1997, has been a leader 

in higher education's competency-based approach to education. The university 

was created to address several challenges, including 

a wide geographic dispersion of students; non-traditional students, such as 
adults employed full time, seeking part-time enrollment; scarcity of 
workers in certain highly trained occupations; rising student costs of 
attaining higher education; existing and potential duplication of effort 
among states in developing courses and programs; failure of existing 
higher educational institutions to recognize and acknowledge skills and 
abilities which students already possess; and inadequate information to 
students about educational opportunities and choices (Testa, 1999, p. 3). 
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WGU differs from traditional institutions of higher education in that the degree 

and certificate programs13 are defined by a set of competencies that students 

must demonstrate rather than a set of courses they must take. Thus, WGU's 

primary effort is directed toward defining an appropriate set of competencies, 

developing valid and reliable methods for measuring those competencies, and 

helping students identify learning opportunities that can help them acquire 

competencies they are lacking. The attainment of a degree or certificate is based 

not on credit hours but on the successful completion of a set of competency tests. 

In fact, students may earn a degree or certification without taking courses if they 

can demonstrate competency in a domain area (Testa, 1999). 

WGU faculty play a key role in the design and development of programs and 

assessment instruments. Actual courses are delivered by distance learning 

providers, which are approved by WGU for providing education that fosters the 

development of specific competencies. 

Competency-based education benefits students because it gives them recognition 

of past achievements, portability of course credits, and a system for lifelong 

learning (Paulson and Ewell, 1999). Institutions value competency-based 

education and training because they encourage stakeholders to closely examine 

what is important for students to know and instructors to teach as well as help in 

targeting scarce resources where they will be most effective (Mager, 1997). 

Strengths and Weaknesses of the Four Approaches 

Table 4.1 summarizes the strengths and weaknesses of all four models. One of 

the primary strengths of Model 1 is the flexibility achieved by its focus on 

process. Because the providers are allowed to conduct their own assessment, 

they can establish the goals and measures that best reflect their institutions. The 

review then focuses on whether the goals are reasonable, and whether the 

measures are valid and reliable indicators of achievement of these goals. This 

flexibility makes the model ideal for a heterogeneous system, where it can be 

difficult to define meaningful measures of quality that are appropriate for all 
institutions. 

13 
WGU is currently a candidate for accreditation. Current degree programs offered include a 

general AA, an AAS in electronics manufacturing engineering, an AAS in information technology, 
and an MA in learning and technology. WGU is building a bachelor's degree in business. 
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Although Model 1 is ideally suited for program improvement, it is less suited for 

accountability. One of the major drawbacks of this approach is that the 

intermediary does not assess actual educational or training outcomes. However, 

the assumption is that good internal processes for assessment will automatically 

lead to improved outcomes. Providers may choose to examine outcomes as part 

of their process. 

Model 2, on the other hand, has the advantage of providing an independent 

perspective on quality and productivity. Because an intermediary conducts the 

assessment, the approach is well suited for accountability and can embrace 

systemwide issues, such as access and equity. The main disadvantage of this 

approach is that it fails to allow for important distinctions in mission and 

emphasis among provider institutions. It also imposes burdensome data 

collection requirements on institutions that cannot be used for the purposes of 

self-improvement. There is little evidence that state accountability systems, that 

use Model 2, have led to improvements in student learning. Moreover, Model 2 

appears most likely to meet resistance from provider institutions. 

Another potential challenge facing Model 2 is that intermediaries may pick the 

inappropriate goals and thus provide information that is misleading or irrelevant 

to customers and providers. For example, despite its popularity, U.S. News and 

World Report has been condemned for placing too much emphasis on reputation, 

for stifling diversity by using the same yardstick for all institutions, and for 

frequently changing the ranking methodology. 

Even corporate learning organizations, the most "inside" of the intermediaries, 

are sometimes criticized by staff for being out of touch with the profit-making 

mission of the company. Accrediting agencies have come under attack for 

having a standard set of criteria that does not reflect the diversity of institutional 

missions and for focusing too heavily on inputs and not on educational 

outcomes. 

In contrast to Model 2, the primary strength of Model 3 is the flexibility it leaves 

providers to define their own goals, assess their performance based on those 

goals, and learn from the process how they can best improve. However, the lack 

of external oversight or review of the provider's process implies that Model 3 

cannot easily be used for accountability purposes. In addition, Model 3 provides 

no mechanism for assessing system-level needs. 
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Model 4 is appealing because, in the words of one commentator, it 

enables us to come closer than we have in the past to assessing what we 
want to assess—the capacity of the professional to integrate knowledge, 
values, attitudes and skills in the world of practice (Gonczi, 1994, p. 28). 

But it is tirne-corisuirring and expensive to define relevant competencies, develop 

ways to measure them, and update the definitions and measures. Moreover, 

some competencies are easier to define than others. While it may be relatively 

easy to specify the competencies that a computer systems administrator must 

have, it is more difficult to specify the competencies that a plant manager needs 

to have. Many observers believe it is doubtful that a competency-based 

education approach will be embraced by the academic community (Carnevale, 

2000). 

This section has provided an overview of the approaches used by various 

organizations engaged in the assessment of education and professional 

development activities. We were not able to identify a single best model; each 

model has strengths and weaknesses described in this section. In the next 

section, we discuss some of the issues an assessor should consider in selecting 

among the different models. 
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5. Choosing the Right Model for 
Phase Two 

This section discusses how to determine which model to select as an assessment 

approach in cases where one is free to choose an approach that is best suited to a 

certain education environment, as is the case of the new DoD Chancellor's office. 

New assessment processes should be created with care so that they fit logically 

into the network of assessors and reporting requirements that already exists. A 

single institution is often beholden to several assessment processes. A state 

university, for example, must be accredited as an institution, must have its 

preprofessional programs accredited separately, must be certified to receive Title 

IV funding, must be authorized by the state to offer degrees, and is probably 

subject to assessment by a state higher education governing board for 

accountability purposes. Multiple assessments are costly and time-consuming 

and often impose duplication of effort on institutions providing data to separate 

assessors. 

Our analysis suggests that selecting an assessment approach should begin with a 

consideration of the purpose of the assessment and be founded on a clear 

understanding of the education system's characteristics, including the nature of 

the assessor's position within that system. 

Purposes of Assessment 

Any new assessor's office needs to first identify the problem it has been 

established to address and then articulate its mission in terms of that problem. 

According to Ewell (1999a, p. 155), 

considerable experience teaches us that we must be very clear about the 
nature of the particular problem we are trying to address through 
measurement, lest the measurement itself become the end of policy. 

New assessment systems are usually established to address a problem that is not 

being monitored by existing assessors or that could be better addressed by an 

alternative approach or an agency with a distinctive competency. A newly 

established assessor needs to focus on this problem and develop a strategic 

vision for addressing it and a plan for implementing that vision (Levy et al., 

forthcoming). This process should help clarify whether the purpose of the 

assessment is primarily accountability or primarily improvement. 
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There are at least three contexts in which state higher education coordinating 

boards, a type of intermediary that is often interested in both improvement and 

accountability, typically favor accountability-based assessment over 

improvement-oriented assessment: 

• When a system is moving from a centralized to a decentralized process for 

managing providers. States that relinquish control of program planning and 

curriculum design for their higher education institutions do so with the 

expectation that these institutions will demonstrate that they are maintaining 

quality. 

• When resource allocations must be monitored. States become more 

concerned with accountability as they provide increased funding to higher 

education institutions. They want to ensure that these resources, which are 

scarce, are used effectively and efficiently by the recipient institutions 

(Stevens and Hamlett, 1983). Legislatures and the public in general often call 

for greater accountability without regard for improvement (Steele and Lutz, 

1995). 

• When there is a call for change. This type of assessment can be used to hold 

institutions accountable to meeting specific goals and therefore change 

behavior more quickly. In the 1980s it was used by external constituents for 

monitoring reforms within state higher education systems.1 

Assessment for improvement purposes, on the other hand, is typically 

undertaken when quality improvement is the desired result and when there is no 

need for comparative data among different institutions. For example, several 

countries in Europe and Asia have instituted academic audits as their assessment 

process for their higher education institutions. Academic audits allow 

educational providers to conduct their own internal assessment, while an 

intermediary evaluates the process of this self-assessment. These countries are 

not interested in comparing their higher education institutions to each other, but 

do want to ensure that they are constantly focusing on internal improvement. 

As we described in Section 4, the assessment process used for accountability 

differs from approaches devoted to quality improvement. In assessing for 

accountability, an external body controls the assessment, setting the goals against 

which performance will be assessed. A state board, for example, might hold an 

institution accountable for contributing to the state's economic development. 

^Throughout the 1980s, a flurry of national reports argued both for substantial higher 
educational reform and greater accountability (e.g., Association of American Colleges Project on 
Redefining the Meaning and Purpose of Baccalaureate Degrees (1985); National Institute of Education 
(1984); and Bennett (1984)). 
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This goal may not have been a goal of the provider's, but since the assessment is 

for accountability purposes, an intermediary determines the goals. In assessment 

for accountability, an external evaluator also typically delineates the measures 

and evaluates the results. These results are used to judge the performance of the 

provider, often providing a reward or a sanction based on performance. This is 

the approach taken in Model 2. 

In assessing for improvement purposes, the process is structured so that the 

provider can use the resulting information to make improvements. Typically, a 

provider, such as a college or a department within a university, delineates its 

own goals for improvement and conducts an assessment to determine how well 

it is meeting those goals. The measures used in such an assessment typically 

reflect input, process, output, and outcome variables, so that the assessor can 

understand what inputs and processes lead to what outcomes. Understanding 

these relationships allows a provider to identify the changes (to inputs, 

processes, or outputs) required to generate performance improvement within the 

organization. Models 1 and 3 are most suitable for this purpose. Model 4 may 

also contribute indirectly to provider improvement. In fact, an assessor need not 

commit to a single model for quality improvement assessments, but choose 

different models for different assessment tasks within the system. 

Is it possible to design an approach that provides both accountability and 

program improvement? Many commentators hold that the two objectives are 

simply incompatible. They argue that what intermediaries typically need to hold 

providers accountable—i.e., uniform information that is easily communicable to 

external audiences—is not what the institutions being assessed need—i.e., 

information that links assessment results to specific institutional experiences 

(Cole, Nettles, and Sharp, 1997). Moreover, assessment data are gathered and 

reported much differently if the purpose is to reward and sanction rather than to 

identify opportunities for improvement. Institutions have incentives to package 

their data as positively as possible—even to provide misleading data—if they 

know they will be compared to others and that their results will be used in 

making summative decisions on funding or continued existence. 

Other commentators believe that assessment for improvement and assessment 

for accountability need not be mutually exclusive (Palomba and Banta, 1999). 

Half of the existing state boards maintain that they have policies designed to both 

ensure quality and hold institutions accountable (Cole, Nettles, and Sharp, 1997). 

Palomba and Banta (1999) argue that it is possible, albeit challenging, to develop 

measurements that are meaningful both locally and to the "higher-ups." Ewell 

(1987b; 1990) approves of state initiatives that require institutions to report on 

improvements made based on information gathered for accountability 
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assessments because they should promote greater institutional support for those 

assessments and lead to quality improvements. 

Model 1 is the most promising approach for combining the two purposes. It has 

the potential to hold the provider accountable to at least a standard baseline of 

quality audit while assuring sound institutional processes for quality 

improvement. In addition, the intermediary can go beyond monitoring the 

process. Model 1 can be modified to include features that provide for 

accountability, such as minimum standards (Massy and French, 1999). It can 

require that the process contain a specific task, such as evaluating teacher quality, 

or it can set limits on the goals the institutions can have. For example, program 

faculty in institutions that are members of the Teacher Education Accreditation 

Council are required to accept the goal of preparing "competent, caring, and 

qualified teachers." Intermediaries could also require the provider to 

communicate the results of the assessments, even though these results would not 

be comparable to other institutional results (given the autonomy of each provider 

in establishing its own process). Finally, the intermediary can ask the provider to 

describe how the results of the process are used to make improvements, which 

could contribute toward both accountability and improvement. 

Although Model 4 focuses on student competencies, it indirectly holds 

institutions accountable by withholding competency status from students who 

have not received the requisite education from specific providers. These 

providers must change to maintain their ability to attract students; in this way 

the assessment process stimulates improvement while indirectly holding 

providers accountable for change. 

Level of Authority 

Another key factor in considering an assessment model is the degree of authority 

the assessor has over provider institutions. Is there a formal reporting 

arrangement between the assessor and the providers? Does the assessor have the 

ability to offer incentives or impose sanctions to achieve compliance? 

If the assessor has formal authority over providers and the power to offer 

rewards or impose sanctions for nonobservance, then any of the approaches to 

assessment could be successfully implemented. If, on the other hand, the 

assessor has limited authority over providers, the choices narrow. Since Models 

1 and 3 provide more control to the providers, they are more likely to achieve 

their objectives without strong external incentives. Model 4 focuses on student 

competencies, so the issue of authority over providers is not relevant. Model 2, 

on the other hand, frequently elicits institutional resistance because it is imposed 
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from the outside. Without a strong position of authority over providers in the 

system, that approach is less likely to succeed. 

Authority relationships influence not only compliance but also impact. If there is 

no structure in place to either sanction an institution that does not perform well 

or demand that an institution improve, there is little likelihood that the 

assessment will have any effect. Of course, this is an issue regardless of the 

assessment model chosen. However, in Models 1 and 3, because the assessor 

allows the provider more control of the process, results of assessment tend to be 

used to make changes for improvement (Aper and Hinkle, 1991; Ewell, 1991). 

Level of Resources 

Available resources—including size of budget, staff, level of expertise, and 

credibility among key stakeholder groups—are another important consideration 

in choosing an assessment model. Assessment can be an extremely expensive 

endeavor, in many regards. Extensive information composes the base of any 

assessment task. Staff members are needed to gather information, forge 

relationships, and develop the assessment model. Expertise is needed in carrying 

out an assessment. Depending on the existing level of expertise, the assessor 

may need to hire additional (either permanent or temporary) staff or train 

existing ones. Conducting an assessment is not only labor-, but time- and 

energy-intensive as well. Credibility is another important resource for the 

assessor. Do key stakeholders believe that the assessor has the expertise required 

to design and implement the assessment and do they value the judgment of the 

assessor? Before choosing an assessment model, the assessor should consider 

whether the available resources are sufficient for the task. 

Although it is obviously important to have enough resources to conduct high- 

quality assessment, it is difficult to say exactly how much is necessary. We were 

unable to find systematic information on the cost of implementing different types 

of assessment models, although we did get a general sense of the resources 

required through some of our case studies (e.g., the Western Association of 

Schools and Colleges, the Kentucky Council on Postsecondary Education, and 

the Texas Higher Education Coordinating Board). Models 2 and 4 are the more 

resource-intensive models for an intermediary. In Model 2, the intermediary is 

not only evaluating the results of assessment, but designing the assessment and 

typically the instruments that will be used to gather data as well. Although often 

ignored, substantial resources can also be required to overcome resistance to 

assessment on the part of providers. In Model 4, the intermediary is testing 

student competencies which also entails extensive resources for instrument 
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design, data collection, and evaluations of the results. Moreover, the assessor's 

credibility will determine whether the certification is of any value to students. 

While Model 1 may be less expensive, the intermediary still bears many costs. 

New staff may need to be hired and existing staff will likely need training. There 

will also be costs incurred in establishing relationships with providers, in 

developing guidelines for providers to use in monitoring quality, and in 

gathering information. While, for the intermediary, these costs should be less 

than those that would be expended under Model 2, the costs to the providers 

themselves may be more substantial under both Models 1 and 3. Because of the 

high cost to providers under these models, it may take more time and energy on 

the part of the intermediary to convince providers of the importance of 

conducting a Model 1- or Model 3-type assessment. If Model 3 is chosen, the 

costs to the intermediary are the lowest. 

Centralization of Operations 

The degree to which a system is centralized should also affect the choice of an 

assessment model. Specifically, the way in which a system has structured its 

information, policies, administration, and curriculum processes affects the 

efficacy of assessment under different models. Some systems, such as corporate 

learning centers or for-profit universities, are highly centralized in everything 

from curriculum development to data collection. At the University of Phoenix, a 

central office develops all of the course curricula, specifies intended course 

outcomes, and gathers data on both providers and customers into a central 

database. Therefore, much of the work of assessment (identifying the 

educational goals) is completed early in the process in a consistent manner. The 

central office that constructs the goals is also responsible for measuring 

attainment of those goals. 

Other systems, however, are decentralized in their curriculum and delivery 

process but centralized in their data collection. In Texas, the Higher Education 

Coordinating Board oversees a heterogeneous and decentralized system of 

institutions, but has worked hard to ensure that they collect and manage 

extensive amounts of data. This board can track students across colleges or 

systems and into the workforce by linking Social Security numbers to Texas 

workforce commission data. As a result, institutions are aware of the paths taken 

by their graduates. Community colleges can track both transfer and graduation 

rates and all institutions can see where (and whether) their graduates end up 

working (as long as they stay in Texas). Having such centralized data can be 

instrumental to successful assessment endeavors. 
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In terms of the models, Model 2 works well in a system in which the 

intermediary controls the educational components of developing the curriculum 

and designing the delivery. In such a centralized system, the coordinating office 

or intermediary not only is involved in setting the initial educational goals, but is 

dealing with providers that are dependent on the expertise and guidance of the 

centralized entity. Such providers would tend to trust the judgment of and 

relinquish assessment authority to the centralized entity. Model 2 is also easier 

to implement if the intermediary has access to centralized databases. In systems 

without either centralized data or centralized curriculum processes, Models 1 

and 3 may be a better fit. Under Model 4, information on students, rather than 

providers, needs to be centralized to some extent so that the assessor has a way 

of conveying whether the student has achieved the certification or not. 

The most complicated environments for assessment are those in which both 

educational services and information gathering are decentralized. This is true of 

the DoD system of civilian education and professional development. The 

Chancellor's office does not control curriculum or delivery and has access to little 

centralized data. Therefore, it is necessarily dealing with providers who are 

independent and used to some degree of autonomy. All of these providers 

control their own curriculum and delivery systems, thus limiting the amount of 

knowledge the Chancellor has regarding their curriculum, delivery, and 

assessment processes. While gaining such knowledge is key to any assessment 

process, choosing Model 2 may lead to high degrees of resistance and, perhaps, 

an insurmountable learning curve for the Chancellor's staff. 

System Heterogeneity 

In choosing an assessment model, it is important to consider the heterogeneity of 

the educational providers within the system. Important dimensions of 

heterogeneity include size, geographic location, relationships to stakeholders, 

and organizational affiliation2 of providers. Heterogeneity of mission is 

especially important. Within an educational system, providers may offer a wide 

variety of educational opportunities, ranging from an hour-long course to a 

doctoral degree program. The greater this variance, the more difficult it is to 

assess quality or productivity throughout the system using common indicators of 

quality for all the providers. An indicator of quality in a doctoral degree 

program, such as providing students with a context for analytical thinking, may 

■'Organizational affiliation can include whether the providers are part of the system being 
considered, or external to it. For example, the DoD civilian education and professional development 
system includes providers that are run by a DoD agency as well as providers run by external 
organizations. 
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not be a good quality indicator for a course in safety training, where the main 

objective may be to prevent accidents in the workplace. 

State higher education boards are addressing this problem in a variety of ways. 

Some have chosen to cluster institutions with similar missions. In Tennessee, for 

example, institutions are divided into three categories: universities/doctoral 

institutions, two-year institutions, and technical colleges. With such groupings, 

the state developed indicators appropriate to each group so that institutions can 

compare themselves to similar institutions. Despite this ability to conduct 

comparisons, however, Tennessee provides funding by assessing how an 

institution's performance compares with its own performance in prior years 

rather than the performance of other institutions in its category. Other state 

higher education boards allow each institution to determine its own quality 

indicators. In Kentucky, the Council on Postsecondary Education, for example, 

concluded that there is no single definition of quality that would work for all the 

institutions in its system: two research universities, six comprehensive 

universities, and 28 community and technical colleges. Instead of clustering 

institutions, they decided to focus on individual "fitness for purpose" as a way 

for each institution to define its own purpose or mission. This allows for the 

assessment of quality to then focus on individual purposes unique to each 

institution. This focus is relatively new, and the success of this effort has not 

been measured. 

While the Council on Postsecondary Education in Kentucky is mainly concerned 

with public education, it does attempt to ensure the quality of the state's private 

higher education institutions as well, even though the council does not exercise 

authority over them. This situation is analogous to the challenges faced by 

corporations and government agencies that are charged with assessing external 

contractors who provide educational opportunities for employees. 

For systems with great heterogeneity, Model 1 provides the most flexibility to 

conduct systemwide assessment. Since Model 3 allows the provider to conduct 

its own assessment, it suits a heterogeneous system but does not include a role 

for an intermediary to make comparative or system-level assessments. 

Heterogeneity is not relevant to Model 4 since it focuses on assessing students. 

Model 2, on the other hand, which puts external organization in charge of the 

whole assessment process, is the most problematic approach for heterogeneous 

systems. As the experience of state boards in Kentucky and Tennessee suggest, 

accountability assessments must acknowledge that a single set of standards does 

not suit all institutions. Even accrediting agencies are modifying Model 2 so that 

institutions can develop their own indicators. 
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Providers of continuing and higher education to the civilian workforce at DoD 

are extremely heterogeneous. In fact, this system may be the most heterogeneous 

of any of the systems examined in this study. These providers vary not only in 

their mission, size, and geographic location, but in their placement inside or 

outside DoD. It is therefore important to take this heterogeneity into account 

when choosing an assessment model. 

System Complexity 

Within a system, individual providers can be more or less complex. While one 

provider may simply provide contracted courses, another provider might be 

offering courses, programs, and degrees. In these cases where different 

providers embody differing levels of complexity, it is difficult to determine how 

to measure the quality and productivity of the multipurpose providers and 

difficult to compare them to the providers who serve only one purpose. 

This issue of complexity may be especially important to DoD. As Figure 2.3 

illustrated in Section 2, the DoD civilian education and professional development 

system is highly complex. The network of providers alone (see Figure 2.2) is 

large and heterogeneous. Providers not only vary in internal complexity but 

some of them offer courses not only to DoD civilian workers, but also to military 

staff and students external to DoD. Since the goal of the Chancellor's office is to 

measure the quality and productivity offered to civilian workers, the realm of 

educational offerings under assessment can vary from one provider to the next. 

Some providers may target all of their educational offerings to DoD civilian 

workers, while others may only offer one course a year. The specific mission of 

the Chancellor's office, when combined with the heterogeneity and complexity of 

the providers within the system, presents a challenge in choosing a model for 

assessment. 

Models 1 and 3 are well suited to a complex environment because they allow the 

provider institutions to determine the appropriate level and focus of assessment. 

Model 2 can work in a complex system, but requires a substantial amount of 

advance effort in defining the relevant unit of analysis for each assessment. This 

process is more challenging in large systems. Model 4 is somewhat immune to 

the level of complexity because students are assessed with little regard to their 

providers. Regardless of the model chosen, the Chancellor's office may want to 

spend time defining both the components and the levels of each of the providers 

that will be assessed. 



53 

Summary 

Table 5.1 summarizes the applicability of different models to the factors 

discussed in this section. The table focuses on the purpose of assessment and 

constraining levels of other factors discussed in this section. By constraining 

levels, we mean levels at which certain models are more likely to succeed, such 

as low level of authority or high level of heterogeneity. When the level of these 

characteristics is not constraining (i.e., high level of authority or low 

heterogeneity), any of the models could be successful. The X's indicate those 

models most suited to that particular feature of the education system. An 

asterisk means that the model might work under these circumstances. 

Table 5.1 

Suitability of Assessment Models to Different Circumstances 

Factors Model 1 Model 2     Model 3     Model 4 
Focus on accountability              * X                                    * 
Focus on improvement              X X                 * 
Low level of authority               * XX 
Constrained resources               * X 
Little centralization of               X XX 

data, curriculum, etc. 
High system                                X *                 X                 * 

heterogeneity 
High system complexity X * X * 

X: Model is likely to be successful. 
*: Model may be successful. 

Implications for the Chancellor's Office 

Because the role of the Chancellor's office is still evolving, it is unclear how the 

office's situation matches some of the factors considered in this section. While 

there is evidence to support that the Chancellor's office has been charged with 

improving quality, it may also want to hold providers accountable, perhaps for 

addressing specific problems. The level and types of resources available to the 

Chancellor's office are unclear. Moreover, the Chancellor's office may be able to 

request additional resources to support a well-justified assessment activity. 

However, we do know that the Chancellor's office is operating within a system 

that is extremely heterogeneous and complex. It lacks both a centralized 

structure and a comprehensive information database. We also know that the 

Chancellor currently operates within this system with little formal authority. 

Given this context, we believe it would be extremely challenging to successfully 

implement a version of Model 2, in which the Chancellor's office would directly 



54 

assess the quality of the providers. The other three models are better suited to 

the DoD-specific context. 

It should be noted that the Chancellor does not need to adopt a single model for 

all purposes or all providers. Perhaps there are certain activities or job categories 

for which competencies could be defined and measured. This use of Model 4 

could be combined with a version of Model 1 in which the Chancellor's office 

would evaluate the processes used by some providers to assess their own quality. 

With other providers, for example those that are already accredited by other 

intermediaries, the Chancellor may want them to conduct their own assessments 

and provide them with helpful information without attempting to evaluate their 

success. 
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6. Three Steps for Assessing Providers1 

Regardless of the model chosen for Phase Two, there are three key steps involved 

in the assessment of the quality and productivity of providers of education and 

professional development: (1) identifying the goals that the education and 

professional development is designed to accomplish; (2) measuring performance 

related to those goals; and (3) evaluating performance measures in relation to the 

established goals.2 The three steps used in the assessment of providers is part of 

Phase Two and is designed to answer the question: Are providers meeting the 

needs of their stakeholders? 

The literature on education and training assessment is vast. Different sources 

often focus on only a single aspect or step of provider assessment. The 

information presented in this section synthesizes information on provider and, to 

a lesser extent, student assessment gathered through literature review, 

interviews, and conference attendance. Using this information, this section will 

describe ways in which various institutions set goals, determine measures, and 

evaluate those measures to ensure that the goals they have set are being met. 

This section summarizes important issues to consider at each step of the process 

of assessing providers. An important theme that emerged from the literature 

review is the need to integrate all three steps of the assessment process: identify 

goals, identify ways of measuring performance in relation to goals, and use the 

measures to evaluate performance relative to those goals. Although many 

organizations and assessment approaches provide useful examples of a single 

step of the process, such examples are often lacking on how to integrate the three 

steps. Therefore, after describing each of the three steps in detail, there is a 

subsection at the end of this section in which we describe the balanced scorecard 

process, which is a good example of how to integrate the three steps. 

Our review of the literature and current practices includes findings on assessment processes for 
measuring student competencies (i.e., Model 4). This section will contain some references to 
measuring student competencies, but the main focus is on measuring provider performance more 
directly, since this focus is most appropriate for the Chancellor's office. 

The literature on provider assessment is large, and we can summarize only a part of it in this 
section. We refer the reader to Palomba and Banta (1999) for a comprehensive discussion of provider 
assessment. Specific examples of measures used in particular contexts can be found in the 
appendices, which are structured so that a reader interested in a specific step of the assessment 
process can easily find information on that step and concrete examples of methods used. See 
Appendix A for an overview. 
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Step One: Identifying Goals 

The first step in assessing providers is to identify the education and professional 

development goals against which the performance of the provider, or in the case 

of Model 4, the student, will be assessed. The goals should reflect the mission, 

vision, and values3 of the assessor and address the question of what the 

education and professional development is trying to accomplish. 

Goal Setting Guides the Assessment Process 

Goal setting sets the stage for the entire assessment. It is important to establish 

goals before moving on to other assessment endeavors for at least two reasons. 

First, delineating goals ensures that all of the important aspects of the 

educational endeavor will be assessed. Second, this goal-setting process ensures 

that extraneous measures will not be created. Unfortunately, there is a tendency 

to ignore this first step and try to determine what can be measured without a 

framework of goals. Measures may then be chosen that are not necessarily 

reflective of a core value of the assessor. Unfortunately, then, people who must 

provide data to evaluate the measures will believe these measures to be 

important and thus time and effort and other resources may be spent on 

activities that are not reflective of core values. In addition, if assessors connect 

implications to performance measures, even greater incentives exist for the 

assessed to focus on performing well on the measure, even if the measure does 

not reflect the goal of either the assessor or the assessed. Goals and values are 

therefore inferred from the measures, yet they might not be the goals and values 

the assessor would have chosen. 

How to Set Goals 

Although the literature we reviewed and the practitioners we interviewed were 

clear on the importance of first establishing goals, there is no consensus on how 

to go about this process. Some entities develop goals in response to problems. 

For example, a state may develop a goal of guarding against fraud after 

discovering that institutions are misusing student loan funds. Other entities 

develop goals as part of a strategic planning process. These goals flow from their 

vision, mission, and values statement. The appendices provide examples of 

goals of varying entities that range in terms of their content and their level of 

-5 JFor information on establishing a mission, vision, and values, please see Levy et. al, 
forthcoming. 
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specificity. Regardless of how the goals are chosen, there are two key points to 

keep in mind during the goal setting process. The first is to focus on a 

manageable number of goals. In undertaking the balanced scorecard approach to 

assessment, USC officials stressed that the process of limiting the number of their 

goals imposed discipline upon the committee and forced them to delineate their 

priorities. Limiting the number of goals keeps the assessment process focused on 

the values and priorities most important to the assessor. Keeping the number of 

goals limited also helps to reduce cost. There is no set number of goals that is 

touted as a "rule of thumb," but limiting them is a general best practice. 

Level of Stakeholder Involvement 

The second key point in the goal-setting process is to consider the level of 

involvement to accord to different stakeholders and the mechanisms for 

achieving such involvement. In deciding which stakeholders to include in the 

goal-setting process, the assessor should consider whom the assessment is 

intended to benefit. Intended beneficiaries should be involved in the goal-setting 

process. Many provider institutions hold town meetings or focus groups to 

gather important stakeholders, such as parents, community members, business 

owners, and government officials, to discern their goals for higher education. If 

stakeholders are not included in this goal-setting process, there is no guarantee 

that the assessment will benefit them. In cases where an intermediary 

organization controls the assessment process, goal identification becomes more 

complicated.4 Most intermediaries operate at the system level, or even outside 

the system, so there can be tension between the goals that the providers and 

stakeholders articulate and what the intermediaries identify as the goals of the 

providers. For example, state higher education boards frequently mediate 

dramatic disconnects between system- and institution-level goals. At the state 

level, policymakers are concerned with issues such as access and equity for the 

state population as a whole. These concerns, however, may go against what 

institutional leaders desire for their campuses. An example of this could be a 

campus wanting to develop a new program, but the state deciding that the 

program would duplicate efforts at another campus. 

There are different methods for dealing with this tension between intermediary 

goals and stakeholder/provider goals.5 Some intermediaries set their own goals 

for the assessment without regard for the goals of stakeholders or providers. The 

4When the assessor is part of a system, goal identification can overlap with Phase One 
assessment. 

5Some of these tensions are addressed in Phase One activities. 
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U.S. News and World Report assessment process is the most extreme example of an 

intermediary that has identified goals with little input from either stakeholders 

or providers (see Appendix H.1). Not surprisingly, their rankings have been the 

object of criticism from providers and some customers for failing to account for 

important dimensions of performance. Nevertheless, U.S. News and World Report 

representatives are satisfied with their process. 

Other intermediaries need to involve stakeholders and providers in the goal- 

setting process. This need typically arises from the need to ensure that the 

assessment meets the needs of the stakeholders. However, this need can also 

arise as a result of a lack of authority on the part of the intermediary (see Section 

5 for a discussion on intermediary authority). If the intermediary has little 

authority, it may gain credibility by acting as a convener for stakeholders and a 

clearinghouse for their goals. If the intermediary does indeed want to gather 

stakeholder input during the goal-setting process, there are several examples 

from state boards, accrediting associations, and corporations of how to go 

about it. 

Kentucky State Higher Education Board. In Kentucky, the current president of 

the Council on Postsecondary Education (CPE) visited each public higher 

education institution in the state when he was originally appointed. At the same 

time, the CPE president conducted focus groups with state citizens to understand 

their concerns about higher education. CPE and institutional leaders now meet 

monthly. The meetings keep CPE abreast of institutional concerns and 

innovations. They also illustrate the "vulnerabilities and alliances" of the 

institutional leaders. The CPE president uses the meetings to build consensus 

about institutional goals and priorities. 

Western Association of Schools and Colleges Accrediting Agency. The 

Western Association of Schools and Colleges (WASC) is representative of a new 

direction in which some accrediting agencies are going. A new accrediting 

process is being developed that is based on the individual institutional mission. 

Therefore, goals on which the assessment process is based reflect each 

institution's mission, rather than a set of accreditation standards that are applied 

to every institution. In moving toward this new process, WASC has solicited 

feedback from several stakeholders. WASC has titled its efforts "Invitation to 

Dialogue," which aptly captures what it is trying to accomplish. There have been 

many different stakeholders involved throughout the "Dialogue" process, 

including a wide range of institutional representatives, plus other experts on 

higher education. 
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Corporate Learning Organizations. The approaches used by corporate learning 

organizations to identify goals for professional development and education 

display some common features. Typically, learning goals are based on the 

corporation's strategic plan, plus core competencies and other competencies 

taken as critical to the mission success of the enterprise's several lines of 

business. The learning goals therefore relate to business goals. Corporations use 

several methods for involving various constituents in defining these goals. For 

example, at Lucent, education and training activities are divided into 15 

curriculum areas, such as software, wireless, diversity, and program 

management. Each curriculum area has a business performance council, which 

includes powerful people in the company (e.g., the software committee is headed 

by the vice president for software). There are over 160 people on these councils, 

including a dean and approximately 20 subject matter experts for each 

curriculum. 

The business performance councils at Lucent are considered stakeholders in the 

education and training process, in that they are responsible for much more than 

education and training. They consider all strategic issues related to their 

particular area. They specifically consider education and training as part of the 

key strategic business issues, setting goals for the education and training that 

reflect their business needs. 

Step Two: Selecting Measures 

Once the goals for education and professional development activities have been 

identified, the next step is to develop measures of performance. These measures 

should be clearly linked to the goals identified in Step One. Linking measures to 

goals ensures both that all goals will be addressed and that extraneous measures 

will not be developed. Measures can focus on inputs, processes, or outcomes. 

Input Measures 

Inputs are any resources that are used in the education process, such as the 

learner's level of knowledge or ability upon enrollment; faculty, technology, or 

library resources; and dollars spent on curriculum development. Input measures 

are frequently used in the education, training, and professional development 

environment. The use of input measures is based on the assumption that more 

or better inputs generate more or better outcomes. Sometimes a correlation 

between inputs and outcomes can be established empirically. For example, the 

American Society for Training and Development (ASTD) benchmarking project 

found that training expenditures per employee are correlated with company 
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performance; the amount of training expenditures per employee has thus gained 

credibility as a performance measure. Common input measures include 

education/training expenditures as a percentage of payroll, hours of training per 

employee per year, percentage of employees trained per year, education/ training 

expenditures per learner, or employee and student characteristics (e.g., 

standardized test scores). 

Process Measures 

Process is the way in which the education and training is delivered or produced.6 

Process measures can include teaching methods, instructor characteristics, 

decisions about the content of materials, faculty-student contact, and the number 

of faculty per student. "Process" also includes more abstract concepts. Does a 

learning experience involve direct contact with tenured faculty? Does it require 

students to use critical thinking skills? Are asynchronous learning techniques 

used? All of these questions relate to the process of education and professional 

development. 

Such process measures are also used frequently, particularly in higher education. 

There is growing interest in process measures due in part to the popularity of 

business models such as total quality management and continuous quality 

improvement that emphasize the role of production processes in generating 

better outcomes. 

As with input measures, the use of process measures is based on the assumption 

that certain processes are associated with desired outcomes. In higher education 

a useful study linking process to outcomes, Applying the Seven Principles for Good 

Practice in Undergraduate Education (Chickering and Garrison, 1991), identifies 

processes that produce good student outcomes: student-faculty contact, 

cooperation among students, active learning, prompt feedback, time on task, 

high expectations, and respect for diverse talents. Cost per unit output, a typical 

productivity measure, is another process measure. When the output produced 

by the system is diverse (e.g., year-long courses as well as two-hour seminars), it 

is useful to use a method that can allow for the aggregation of such 

heterogeneity. For example, Lucent Technologies learning organization 

calculates cost per learner hour, which provides a common denominator that can 

°We emphasize again that the use of the term "process" here differs from the use of the term in 
the description of Model 2. In Model 2, the intermediary is assessing the process used by providers to 
assess their own performance. Here, we refer to the process the provider uses to produce education 
and professional development. 
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allow for comparisons between very different types of learning activities (e.g., a 

week-long course and an hour-long tutorial). 

Outcome Measures7 

Outcomes reflect both what is produced by the education, such as the number of 

graduates, and the overall impact of the education and professional 

development. Outcomes typically relate closely to the goals of the education and 

professional development process. Outcomes can include the impact of the 

learning experience on the learner's job performance or lifetime income, or the 

acquisition of a specific skill or level of knowledge. Outcome measures are 

attractive because they can be directly related to goals. Examples of outcome 

measures used in higher education include passing rate of graduates on licensure 

exams (by discipline or field), scores on a senior exit exam, employment 

outcomes, job performance evaluations, and evidence of skills acquired. 

As opposed to inputs and processes, which typically describe characteristics of 

the institution, outcome measures are desirable in that they examine the impact 

of the institution. Such impacts are typically similar to the institution's goals. 

For example, an outcome measure (and an institutional goal) may be to graduate 

a higher percentage of students. Examining outcomes by themselves can provide 

a good diagnostic tool identifying problems with the education and professional 

development, but outcome measures alone are limited in their usefulness for 

proposing solutions to deficiencies. To find such solutions, outcomes should be 

measured in relation to both inputs and processes, so that the assessor can 

understand the processes that affect outcomes. For example, if pass rates on a 

specific examination are low, the assessor should relate these rates to the level of 

preparation of the students upon entry (inputs) and the classes they take and 

other experiences they have during the educational process (processes). 

The assessment literature formerly emphasized a distinction between outputs and outcomes. 
Outputs reflect what is produced by the education activity, whereas outcomes reflect the overall 
impact of the education and professional development and relate more closely to the goals of the 
education and professional development process. Outputs are normally stated in terms of numbers: 
the number of students served, the number of graduates, etc. Outcomes are much more general and 
can include the impact of the learning experience on the learner's job performance or lifetime income. 
The literature now tends to refer to both outputs and outcomes as outcomes because both are closely 
related to goals and can be understood as outcomes of the educational process. We have adopted 
that convention in the text of this report. 
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Choosing Measures 

In choosing measures, it is important to keep five key points in mind. The first is 

to attempt to develop a mix of input, process, and outcome measures. Although 

input measures are frequently used as measures of quality in the education, 

training, and professional development setting, the systems we examined 

(corporations, states, government agencies) are increasingly emphasizing the use 

of all three types of measures (input, process, and outcome measures). The 

emphasis stems from a desire for valid and reliable (see discussion below) 

evidence of progress toward desired goals. Banta and Borden (1994, p. 99) 

compiled a list of specific measures used by institutions of higher education 

across the country. They found that 

input or resource indicators originally received most attention because they 
were easiest to measure. ... The 1980s saw a groundswell of interest in the 
other side of the ledger: outcomes. Following the advent of performance 
funding in Tennessee, three-quarters of the states adopted policies that 
caused public colleges and universities to collect and report some kind of 
outcome information. ... More recently, Deming and others have caused 
us to turn our attention to the intervening processes that use resources to 
produce outcomes. Measuring an outcome will not, in and of itself, result 
in improvement, they say. We need to examine carefully the processes that 
lead to outcomes if we hope to improve them. 

The second key point is to go beyond readily available measures. In examining 

measures commonly used to assess higher education at the state level, 

Richardson (1994) found that states tend to focus on readily available measures. 

Most states measure enrollment, retention rates, progression rates, and 

graduation rates. While collecting these data may indeed allow the states to 

measure whether they are meeting their goals, it is likely that there are additional 

goals that cannot be measured without gathering more extensive data. 

•    Recognizing that readily available measures fail to account for important 

goals, many providers or assessors are undertaking major projects to gather 

information for alternative measures. The Texas Higher Education 

Coordinating Board has developed the Academic Performance Indicator 

System. This information system contains longitudinal data on students 

(demographic information, unique identifiers, courses enrollments, and 

completions), courses (including how many students began and completed 

the course), and student outcomes (graduation, employment). Students can 

be tracked across colleges or systems, and even into the workforce by linking 

Social Security numbers to Texas Workforce Commission data. As a result, 

schools can get a picture of how their graduates do. These data are 
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instrumental in determining whether Texas institutions are meeting goals of 

student achievement both while in college and after graduation. 

• The University of Phoenix staff has developed its own assessment tools to 

measure whether it is meeting its goals. For example, the Cognitive 

Outcomes Comprehensive Assessment (COCA) and the Adult Learning 

Outcomes Assessment (ALOA) are curriculum-specific tests administered to 

students at the beginning and end of each course to measure what they have 

learned. The COCA is a cognitive assessment tool while the ALOA is an 

affective/behavioral assessment. All the students take the COCA and ALOA 

as a matriculation and graduation requirement. Examining the scores on 

these tests allows university staff to determine if the institution is meeting its 

goals regarding student achievement, including whether students are 

learning the skills deemed important in the course objectives. The University 

of Phoenix also conducts regular surveys of alumni and employers to ensure 

that it is meeting its goals of preparing alumni for the workforce (for more 

information, see Appendix K.1). 

• The Kirkpatrick model is used in corporate and government settings to 

assess the quality and productivity of professional development and 

education. This model recommends the use of several measures for each of 

four levels described by the model. In the first level, learner satisfaction is 

measured through the use of course evaluations, satisfaction surveys, and 

other tools. At the second level, course mastery is assessed through such 

measures as skill tests, observations, and passing rates. In the third level, job 

application of the learning is measured through such tools as interviews, 

focus groups, and manager ratings of students. Finally, at the fourth level, 

impact on the organization is measured through the use of such tools as 

customer satisfaction surveys, customer retention, and continued demand for 

the education or training. Obviously, much time and effort goes toward 

developing measures when organizations choose to follow the Kirkpatrick 

model (for more information on the Kirkpatrick model, please see Appendix 

G). 

A third key point in choosing measures is that although it is important to go 

beyond readily available measures, developing measures can be expensive, so it 

is necessary to keep value for cost in mind. A choice faced by assessors in all 

contexts we examined is how much effort to expend on data collection for the 

purposes of constructing performance measures. Ultimately, each assessor must 

grapple with the trade-off between higher cost and better information on how 

well the provider is meeting the desired goals. For the University of Phoenix, the 

costs to develop its homegrown instruments are substantial. The university 



64 

would like to utilize externally developed tests, so that it could compare its 

students to national norms, but good tests are not available in most of the subject 

areas the university needs. Therefore, it has decided to spend the money for 

developing its own tests. 

The fourth and fifth key points in terms of choosing measures will be fleshed out 

in the subsection on validity and reliability. The fourth point is that it is 

important to get feedback from stakeholders on measures if stakeholders will be 

involved in either gathering or evaluating the measures. One method of getting 

this feedback is to pilot the measures with a subset of the population. Piloting is 

typically an effective and efficient way to obtain feedback. Fifth, as again will be 

described in the validity and reliability subsection, it is important to develop 

multiple measures for each goal. Such redundancy helps to ensure that the goal 

will be validly and reliably measured. 

Step Three: Evaluate Performance Using Measures 

In the course of our research, we identified four basic methods used to evaluate 

performance in the education and professional development context. Each 

method is based on a comparison involving the measured performance of the 

provider or student; the methods differ in the basis against which the 

comparison is made. There are four bases of comparison: (1) the performance of 

external peers, (2) preset performance standards, (3) the performance of internal 

peers, and (4) prior performance of the provider or student. Of course, these 

methods of evaluation are not mutually exclusive; an assessor may combine 

them for a more comprehensive interpretation of the results. In our review of the 

literature, we found no evidence supporting the notion that one evaluation 

method is better than the others. Each evaluation method has its own strengths 

and weaknesses, depending on the circumstances, available data, and the 

existence of internal or external peers. In general, organizations make use of 

several evaluation methods. There can be overlap between the four basic 

evaluation approaches. In particular, evaluation can be based on objective 

standards and still involve a comparison with internal or external peers, or even 

with past performance. This often occurs, for example, with performance 

budgeting. 

Comparison with External Peers 

One approach to evaluating outcomes is to compare the performance of a 

provider or a student with the performance of similar external providers or 

students on the same measures. External benchmarking, as it is commonly 
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called, is a traditional method of evaluation in the case of providers assessing 

themselves for program improvement and intermediaries assessing education 

systems for accountability. For example, many state higher education 

coordinating boards identify peer institutions for each of the institutions in their 

state and compare performance on that basis. In other cases, institutions 

themselves identify a set of peer institutions and compare their performance with 

those peers, normally to promote program improvement. In The Urban 

Universities Portfolio Project, a group of urban institutions rallied together to 

form a set of measures that are relevant to their own unique mission and student 

bodies. In Kentucky, the state as a whole compares itself to other states on some 

high-level performance measures such as Kids Count rankings (which ranks states 

in terms of how well they foster the welfare of children) and higher education 

participation rates. 

To evaluate measures via comparisons with external peers, three conditions 

should be met. First, appropriate peer groups must be available. Second, these 

peers must provide the necessary data. Some organizations rely on third-party 

entities to collect data on providers that can then be used by the providers 

themselves for benchmarking purposes. For example, the American Society for 

Training and Development collects input and process measures associated with 

performance improvements from a group of organizations known for their best 

practices. Availability of data is an important factor in determining the 

feasibility of external benchmarking, since it requires providers or third-party 

groups to consistently and honestly report information on the criteria of interest; 

which brings us to the third point—assessors must be able to trust the data 

provided by peers. U.S. News and World Report rankings, a clear example of the 

use of external benchmarking for evaluation, has faced criticism regarding the 

reliability of information (particularly the self-report information) used to 

develop the rankings (see Appendix H.l). As the rankings have grown more 

popular in the public eye, institutions have a greater incentive to provide 

erroneous information. 

Comparison with Preset Standards 

A second evaluation method is to compare performance to preset standards. 

Some state higher education coordinating boards use this evaluation approach in 

preparing "report cards" on each institution that rank how well the institution 

has done in comparison to preset standards, such as rates for enrollment, 

retention, and graduation. The report cards can also include measures of student 

learning, academic programs (i.e., program accreditation), faculty productivity, 

and financial accountability. The Tennessee and South Carolina report card 
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systems set specific performance targets for different types of institutions. 

Indeed, as discussed in Section 5, a challenge that assessors face as they try to 

evaluate a heterogeneous group of providers is setting standards appropriate to 

different types of providers. 

One limitation of using preset criteria is that they can stifle any incentive to 

perform at a level above the criteria. Also, if the result of such an evaluation is 

simply whether or not the institution met the criteria, then this approach will not 

allow stakeholders to distinguish among providers. This is a criticism levied 

against the accreditation process, which traditionally compares an institution's 

performance measures to preset criteria required for accreditation. 

Comparison with Internal Peers 

Another method for evaluating measures is to compare performance with that of 

internal peers. This approach is used in education in situations where internal 

peers are available, such as within a multi-campus institution or a multi- 

institution system. For example, as part of its assessment process, the University 

of Phoenix benchmarks the performance of 65 different sites against one another. 

The university uses a broad portfolio of assessment practices that enables it to 

compare both the quality of curriculum as well as the quality of administrative 

practices among the different sites. Campuses are not graded or penalized for 

poor performance, but they are compared to one another, and the incentive 

structure attempts to link rewards to outcomes. 

Comparison with Past Performance 

Lastly, organizations can compare themselves with their prior performances. 

This method is referred to as historical benchmarking. In such cases, 

organizations generate baseline data and compare past to present performance— 

where were we in terms of quality and productivity, and where are we now? 

Normally, the evaluation centers on whether performance is improving. 

This method is extremely common because it does not require the entity to 

identify peers or to gather external data. It is relatively easy to collect and track 

the same information on a single provider or student over time, especially as 

organizations install suitable information systems. For example, the Learning 

and Development unit at Lucent Technologies closely tracks the cost per learner 

hour and compares it with past performance on that dimension. The unit has 

reduced that cost by 50 percent and views it as a major success. 
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An important limitation of historical benchmarking is that it lacks an external 

perspective. Performance may be improving, but was the baseline bad or good? 

Is the improvement occurring quickly enough? For this reason, historical 

benchmarking is often paired with external benchmarking. 

Measurement Validity and Reliability 

In establishing goals, choosing measures, and evaluating these measures, it is 

important to consider issues of validity and reliability. In other words, does the 

assessment process accurately capture what it intends to capture? In this 

subsection, we briefly review applications of the literature on validity and 

reliability to assessment.8 Validity and reliability concern whether measures, as 

designed and administered, provide good estimates of the concept under 

investigation. Most of the literature in this area relates to valid and reliable 

measures of learning. In other words, researchers are interested in whether the 

tests used to ascertain student learning are valid and reliable. However, the 

concepts of and challenges to validity and reliability discussed here also pertain 

to other types of measures. Although the issues of measurement validity and 

reliability appear to relate primarily to Step Two of the assessment process 

(selecting measures), they are, in fact, important concepts to consider in all three 

steps. 

Validity 

Validity can be defined as a judgment of the degree to which empirical evidence 

and theoretical rationales support the adequacy of interpretations of measures 

(Messick, 1989; cf. Cook and Campbell, 1979). In other words, does the 

measurement used truly measure what it purports to measure? Validity is not a 

property of the measurement technique per se. Rather, it is a property of the 

meaning attributed to the measure (Messick, 1996; Cronbach, 1971). Validity has 

to do with whether measures can be interpreted as good indicators of the 

constructs they are intended to represent. A construct is the activity, 

performance, or entity that is being assessed.9 There are obviously many 

measures (e.g., grade point average, test scores, retention, completion, 

graduation, etc.) that could be used to assess this construct. 

8We do not attempt to review the classical literature on validity and reliability (see, for example, 
American Psychological Association, 1985; Campbell and Fiske, 1959: Campbell and Stanley, 1966; 
Cook and Campbell, 1979; Cronbach and Gleser, 1965; Messick, 1989; Messick, 1975; Snow, 1974; 
Thomdike, 1971; Winer, 1971). 

For example, "student achievement" is a construct. 
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Face validity (Babbie, 1992) refers simply to the subjective judgment that, on the 

face of it, a measure agrees with our common understanding of the construct the 

measure is intended to represent (Singleton, Straits, and Miller Straits, 1993; 

Babbie, 1992). Face validity is usually the first test of acceptability of a proposed 

measure, established by having domain experts examine it and agree that it 

"looks right, reads right, feels right" (Light, Singer, and Willett, 1990). However, 

for most assessment purposes, face validity alone is generally not acceptable; 

rather, objective validation of measures is needed as well. More objective 

validation can be achieved through considering both internal and external 

(Campbell and Stanley, 1966) validity. 

Internal Validity. Internal validity refers to the relationship between the 

measure and the underlying construct of interest. The two most common types 

of internal validity are content validity and construct validity. 

Content validity has to do with the content relevance and the technical quality of 

measures. In other words, is the terminology used throughout the measure 

accurate and relevant? Is the problem statement realistic and relevant? It is 

usually the concern that dominates initial measurement development. 

Construct validity refers to the likelihood that measures represent the underlying 

processes to which they are being applied. Construct validity usually involves 

two kinds of concerns—substantive and structural. 

• Substantive construct validity concerns the extent to which a particular 

measure reflects the constructs it is designed to capture. "Think-aloud'' 

protocols, for instance, would be an appropriate procedure for getting at 

whether test problems are engaging the intended types of problem solving 

(Tannenbaum and Yukl, 1992; Messick, 1989). Substantive construct validity 

is usually threatened in one of two ways. Construct "underrepresentation" 

occurs when an evaluation omits something critical to the construct, for 

instance, by including too few tasks to represent it adequately (Phillips, 

1996). Construct overrepresentation, in contrast, refers to inclusion in the 

evaluation of material irrelevant to the construct. Richly contextualized 

simulations or hypothetical problems, for instance, may present details that 

do not represent the construct of interest but that nevertheless act as 

performance cues or miscues (Dickinson and Hedge, 1989; Messick, 1996). 

• Structural construct validity refers to the relationships among items within a 

measure. Structural construct validity is usually established by statistical 

tests designed to determine, for instance, whether a competency is uni- or 

multi-dimensional, whether a set of skills can be ordered hierarchically, and 

whether other relational properties of the measures model what is known 
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about the internal structure of the construct domain. A common validity 

problem is that evaluations often implicitly assume uni-dimensionality of 

competencies and hierarchies of skills without ever corroborating these 

relationships empirically. In other words, a measure may assume that the 

test taker can perform a "higher level" task, such as synthesizing, if that same 

test taker performs well on a "lower-level" task, such as summarizing. This 

assumption may not always be accurate. 

External Validity. External validity has to do with the generalizability of 

inferences based on outcome measures to and across populations of persons, 

settings, and tasks (Cook and Campbell, 1979; Brennan, 1996). Predictive validity 

is perhaps the most important form of external validity. It has to do with 

whether measures are good indicators of future real world performance in the 

domain of interest. For example, if a person does well on a test intended to 

measure writing skills, will the person do well in a writing-intensive job? Are the 

results of the test generalizable to a realistic setting? It is generally recognized 

that standardized paper-and-pencil tests lack predictive validity; that is, they 

tend to predict how examinees will perform on another test but not how they 

will perform outside of test situations later on (Jaeger et al., 1996). 

Reliability 

Reliability is a necessary but insufficient condition for validity. Reliability is 

construed as the consistency of a measure (Cole et al., 1984). In other words, if a 

test or survey is given to many different individuals, will they all interpret it as 

asking for the same information? Reliability is represented by measurement 

stability and jeopardized by random measurement error (Cole et al., 1984). If 

measures are not reasonably reliable, they provide poor estimates. 

There are several well-developed procedures for empirically determining the 

reliability of measures, including the alternate forms method, the test-retest 

method, the subdivided (split-half) method, and the internal consistency method 

(e.g., Nunnally, 1970; Winer, 1971). These methods generally depend on using a 

number of measures representing the constructs of interest and gathering scores 

from a sizable population that exhibits substantial individual variation. That is 

to say, most of these standard procedures for reliability analysis have been 

developed for norm-referenced measurement approaches. Norm-referenced 

approaches require obtaining a representative sample of persons from some 

population of interest (Hambleton and Novick, 1973). Professional licensing and 

certification examinations are generally norm-referenced (Cole et al., 1984). 
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There are adjustments to most standard reliability analysis procedures— 

including the four listed above—that make them suitable for use with criterion- 

referenced measures (Cole et al., 1984; Maratuza, 1977; Nunnally, 1970). On the 

basis of a review of existing performance standard setting methods, Jaeger et al. 

(1996) recommend two approaches to setting criteria. In one method, called an 

"iterative, judgmental policy capturing procedure," panelists respond 

independently to graphic profiles of performance for hypothetical learners, 

making judgments about whether the performance or profile should be 

considered deficient, competent, accomplished, or highly accomplished. Model- 

fitting methods are then used to capture the panelists' standard-setting policies 

from their reactions to the sample performances presented to them. A second 

method is termed a "multi-stage dominant profile procedure." Using this 

approach, a variety of interactive procedures are used to get panelists to 

formulate explicitly their standard-setting policies. The procedure differs from 

the previous one in that panelists' standards are generated directly through 

discussion of presented hypothetical profiles and performances rather than 

inferred from panelist ratings. 

Implications 

There are several techniques used in attempts to ensure both validity and 

reliability. Four of these techniques are presented here and all are relevant to 

assessment steps one through three. The techniques include: (1) the continued 

solicitation of expert feedback (for examples of such solicitation, see the 

discussion of course objectives and associated competencies in the U.S. 

Department of Transportation case, Appendix F.l, and the U.S. Air Force 

Education and Training case, Appendix F.2); (2) extensive piloting of the 

measures with members of the target population before use; (3) use of multiple 

measures to evaluate the underlying construct; and (4) comparing results of 

measures used to results of other measures and tests for similar groups over 

time. 

During Step One, as goals are defined, feedback should be solicited from 

appropriate stakeholders, including those who will be involved in judging 

whether the objectives are met. During Step Two, as measures are chosen, again, 

feedback should be solicited from stakeholders to assure that objectives have 

been realistically represented. In developing these measures, the assessor should 

ensure that there are multiple measures used for each goal. Once measures have 

been developed, they should be piloted with a subset of the intended population. 

In Step Three, when these measures are evaluated, they should not only be 

evaluated as stand-alone measures, but they should be compared, to the extent 
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possible, with other preexisting measures. These actions may not ensure validity 

and reliability, but are good steps in that direction. 

Bringing It All Together: Integrating All Three Steps 

While the literature review and case studies provide concrete information on 

each step, there are few examples for guiding an intermediary in integrating all 

three steps. The balanced scorecard provides a useful framework for such 

integration. The balanced scorecard framework has been adopted as a strategic 

management system by a wide range of organizations including corporations, 

universities, nonprofit organizations, and government agencies.10 The balanced 

scorecard is a framework designed to help organizations translate their vision 

and mission statements into performance goals, while taking into account 

multiple perspectives, including those of customers, internal constituents, and 

providers of the education or training. The balanced scorecard is used primarily 

by provider organizations to identify goals and then translate those goals into 

operational performance measures. 

The balanced scorecard approach is based on four main processes: translating 

the vision, communication and alignment, business planning, and feedback and 

learning. All four processes aim to create consistency and integration of 

priorities across the organization and to determine the right performance 

measures. The translation of the vision is meant to create an understanding of 

the organization's vision through an "integrated set of objectives and measures, 

agreed upon by all senior executives, that describe the long-term drivers of 

success" (Kaplan and Norton, 1996, p. 76). The vision and strategy should then 

be communicated throughout the organization to ensure that departmental and 

individual employee goals are properly aligned with the long-term strategic 

vision. The business planning aspect links the budget to strategic planning and 

performance measurement, allowing decisionmakers to direct resources 

appropriately. Finally, the feedback and learning mechanism provides an 

opportunity for decisionmakers to review performance results and assess the 

validity of the organization's strategy and performance measures. The balanced 

scorecard approach places a heavy emphasis on continually updating strategy 

and measures to accurately reflect the changing operating environment. 

The balanced scorecard allows the provider to include as many stakeholders as 

necessary in the goal determination process. The scope and number of goals are 

flexible in that they can change as the operating environment of the institution 

See Appendix K.3 for more-detailed information on the balanced scorecard. 
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changes, although it is suggested that the number of goals in each perspective 

area be limited to a handful. According to University of Southern California 

officials, the process of limiting the number of their goals imposed discipline 

upon the committee and forced them to delineate their priorities. Furthermore, 

the balanced scorecard framework encourages institutions to identify a limited 

number of measures that relate to the goals they have established. 

In this process, evaluation of the measures relies on the comparison of 

performance with that of external peers (benchmarking). Indeed, the need to 

benchmark and the availability of such benchmarking information influences the 

choice of performance measures. The purpose of the balanced scorecard 

approach is for managers to select indicators that can help them monitor 

progress toward a few key goals. Table 6.1 provides examples of the University 

of Southern California's goals, measures, and benchmarks used in its balanced 

scorecard assessment process. 

Table 6.1 

University of Southern California's Goals, Measures, and Benchmarks 

Goal Measure Benchmark 
Quality of Ranking in the U.S. News and World 

academic Report 
programs Teaching effectiveness 

Student- Quality of student services is measured 
centeredness by student satisfaction with 

advisement, career development, job 
placement, course offerings, financial 
aid, etc. 

School climate for special-population 
students, e.g., international, minority, 
and women 

Quality of Publications 
faculty Research funding 

Value for money   Retention 
Reduced time-to-degree 
Return on student investment 

Alumni 
satisfaction 

Employer 
satisfaction 

To be developed 

Quality of elementary and secondary 
school teachers 

Ascend to the top 10 schools 
of education 

Equal average of top 5 of USC 
Schools 

Exceed average of 
publications per USC 
tenure-track faculty 
member 

Equal average of top 11-20 in 
U.S. News and World Report 

Equal average of top 5 of USC 
graduate programs 

Reduce time by 20 percent 
Break even 

SOURCE: O'Neil et al., 1999, p. 37. Reprinted by permission. 
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Relevance of the Three Assessment Steps for the 
Chancellor's Office 

Our description of the three principal steps of assessment highlights several 

points that have particular relevance to the Chancellor's office. The first is that 

the steps should be followed in order. In particular, it is crucial to avoid selecting 

measures before or without defining goals. Practitioners in higher education, 

corporate, and government agency settings stressed the tendency of individuals 

to value or emphasize what is measured and divert attention toward it. 

Therefore, it is important for any assessor to be sure that the measures they are 

examining are tightly related to key goals. 

In determining goals, it is important to reach consensus on a manageable number 

of goals. In addition, the Chancellor's office should consider which stakeholders 

and providers to include in this consensus-reaching process for determining 

goals. The Chancellor's office should include all the stakeholders and providers 

who are intended to benefit from the assessment. In other words, if a 

stakeholder such as a functional sponsor is intended to benefit from the 

assessment, this sponsor should be included in the goal-setting process for the 

assessment. Including such stakeholders should have the added benefit of 

increasing the legitimacy of the role of the Chancellor's office. There are several 

ways to solicit such input, including meetings, visits, focus groups, and 

establishing boards or committees. 

In terms of selecting measures, the Chancellor's office should ensure that the 

measures flow from the chosen goals. Within this constraint, the Chancellor's 

office should ensure that the measures chosen reflect input, process, and outcome 

measures, going beyond readily available measures to ensure that there are valid 

and reliable measures for each goal. Choosing multiple measures for each goal 

helps to ensure reliability and validity. Throughout this process, the Chancellor 

needs to continue to consider value for cost, since much of this work is quite 

expensive. Finally, when multiple measures reflecting inputs, processes, and 

outcomes have been chosen for each goal, the Chancellor's office should pilot 

these measures with a subset of the institution's population to ensure that they 

will work for the institution's purposes. 

In evaluating the measures, the Chancellor's office has four methods to choose 

from: comparing measure performance to (1) external peers, (2) preset 

standards, (3) internal peers, and (4) prior performance. All of these evaluation 

techniques should be considered for each measure, and combining more than 

one technique is encouraged. Multiple methods of evaluation help to ensure the 

reliability and validity of the measures. Opportunities for using each of these 
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techniques, as well as their strengths and weaknesses, have been covered in this 
section. 

One final lesson from this section is that many organizations continually 
reconsider each of the three steps in the assessment process on a regular basis. 
Establishing a regular cycle and process for determining goals helps to ensure 
that goals reflect current needs. This process can be formal or informal, and the 
appendices contain examples of how other organizations conduct it. 
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7. Conclusions and Recommendations 

This report has provided a broad overview of the variety of approaches used 

within different systems to assess the quality and productivity of education, 

training, and professional development. Such an overview should be useful to 

any organization that is developing from scratch or refining an educational 

assessment activity, particularly the DoD Office of the Chancellor for Education 

and Professional Development. In presenting this overview, we have developed 

a scheme for classifying assessment approaches, which distinguishes different 

stages of the process and distills common features among seemingly different 

assessment activities. 

First, we distinguish between the high-level assessment of whether the set of 

educational providers is meeting the needs of the system as a whole (Phase One) 

and the more narrow assessment of whether providers are meeting the needs of 

their current stakeholders (Phase Two). We subsequently categorized the 

approaches of Phase Two assessment into four types (Models 1^4) and described 

the strengths and weaknesses of those models. Within this structure, we 

considered key lessons for the DoD's civilian education and professional 

development system. 

Phase One: DoD Should Devote Attention to the First 
Phase of Assessment 

Education and professional development systems, as we have defined them in 

this report, are normally part of larger systems with a mission that goes well 

beyond education and training. A clear trend in each of these "larger" systems 

we considered (states, corporations, and government agencies) is the 

development of a learning organization of some sort that is responsible for more 

than just the assessment of existing providers. Rather, these organizations play a 

key role in promoting communication among stakeholders and developing a 

clear link between education, training, and professional development on the one 

hand and the basic mission of the system on the other. Corporate learning 

organizations describe this as "becoming a strategic partner" in the corporation. 

Part of this function is often to convince customer organizations that learning is 

important. 
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Levy et al. (forthcoming) emphasizes that the DoD civilian education and 

professional development system has multiple stakeholders; that there is loose 

integration between workforce planning, education, and personnel reward 

systems; and that there is an uneven commitment on the part of customer 

organizations to education and professional development. These characteristics 

suggest that DoD could benefit from the focused, high-level, integrated attention 

to workforce education and training issues that results from the "strategic 

partnership" model. 

The Chancellor's office should consider assuming the role of primary advocate 

for the development of a central learning organization, modeled after a corporate 

learning organization or a state higher education coordinating board, which 

would institutionalize high-level consideration of workforce education and 

training issues from a broad base of stakeholders. Over the long run, this could 

have an important and far-reaching effect on the quality and productivity of 

civilian education and professional development. 

We are not advocating that the Chancellor's office become that organization; a 

substantial amount of thought and input from various stakeholders would need 

to go into the development of such an organization. Other organizations within 

DoD, particularly those responsible for workforce planning and personnel policy, 

would have an important role to play in such a learning organization. In 

corporations, successful learning organizations command the attention of the 

CEO, and in states, successful boards command the attention of the governor. By 

analogy, in DoD, the success of such an effort would depend on high-level 

support from the Secretary of Defense. 

Phase Two: Recommendations 

In this report, we present four models for Phase Two assessment. We found no 

clear evidence that one assessment approach is unequivocally more effective than 

others. Each model has strengths and weaknesses, many of which depend on the 

specific context of the system and of the organization in charge of the assessment. 

We emphasize that the Chancellor's office does not need to choose a single model 

for all purposes or providers. For example, Model 4 might be useful for specific 

groups of learners who are acquiring well-defined, job-related competencies. 

Model 3 might be useful for DoD institutions that are already accredited by 

regional accrediting agencies. Model 1 or 2 might be useful for DoD institutions 

that are not otherwise accredited and for external providers. 
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Consider the Purpose of Assessment 

What is the purpose of DoD's assessment efforts? Is it to promote improvement 

within provider institutions? Is it to hold institutions accountable to stakeholder 

needs? Is it to fix a specific, perceived problem? As this report discussed in 

Section 5, different assessment models have relative strengths and weaknesses 

related to the purpose of assessment. If accountability is an important purpose, 

then Model 2 is the most effective approach, and Models 1 and 4 could also work. 

On the other hand, if improvement is the aim, then Models 1 and 3 are most 

likely to succeed. Model 1 appears to have the best chance of promoting both 

improvement and accountability. 

Consider Constraints Within the DoD Education and Professional 
Development System 

Levy et al. (forthcoming) emphasizes that the provider organizations in the DoD 

system are extremely heterogeneous and complex, and that the Chancellor's 

office currently has minimal authority over the provider organizations. Under 

these circumstances, as discussed in Section 5, Model 1 offers clear advantages 

for the second phase of assessment. Model 1 delegates to the provider 

organizations the task of defining goals, measuring outcomes, and evaluating 

outcomes. As a result, Model 1 can be more easily applied to diverse providers 

in a system with a low level of authority and little centralization. The primary 

disadvantage of Model 1 is that it does not, on the face of it, provide 

accountability. However, the implementation of the academic audit, an example 

of Model 1, suggests that the model is flexible and could be easily modified to 

provide for accountability. For example, the Chancellor's office could develop an 

audit process that places restrictions on the goals that are deemed appropriate 

and the type of evidence that can be used to support claims of quality and 

productivity. The audit process could also be modified to explicitly request 

certain information. 

If the Chancellor's office were to adopt Model 1, it would need to design the 

auditing process, disseminating results (including best practice reports), and 

modify the process over time. The Chancellor's office could audit not only DoD 

institutions, but also programs and contractor-provided education and 

professional development. The audits themselves could be conducted by 

internal staff or by committees made up of external experts. Again, effort would 

be required to design and implement a governance structure for assessment. The 

design of an audit procedure would require some knowledge of existing 

assessment efforts within institutions and programs. 
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Integrate the Three Assessment Steps 

In terms of the process used to assess providers, this report has emphasized that 

there are three key steps involved in that process: identifying goals, measuring 

outcomes, and evaluating outcomes in relation to goals. Linking measures and 

evaluation to goals is a clear best practice used by all sorts of providers in many 

contexts. The balanced scorecard approach (Appendix K.3) provides a useful 

framework for linking the three steps. 

Our literature review also suggests the importance of (1) limiting the number of 

goals driving the assessment process; (2) selecting process and outcome 

measures, in addition to input measures; and (3) going beyond readily available 

measures and choosing multiple measures to ensure that there are valid and 

reliable measures for each goal. 

In evaluating the measures, the Chancellor's office has four methods to choose 

from: Compare performance measures to (1) those of external peers, (2) preset 

standards, (3) those of internal peers, and (4) prior performance. All of these 

evaluation techniques should be considered for each measure and combining 

more than one technique is encouraged. Multiple methods of evaluation also 

help to ensure the reliability and validity of the measures. 
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Appendix 

A.   Overview of Appendices 

There are 20 appendices, in addition to this overview, each of which provides 

more-detailed information on the organizations we studied in the course of this 

research. Like the main report, the information in the appendices is drawn from 

our literature review, site visits, and interviews. Organizations where we 

conducted interviews and site visits had the opportunity to review the relevant 

appendices before publication. 

Six of the appendices begin with a description of a general type of organization 

(Appendices B, C, D, E, G, and J). They are followed by specific examples of that 

type of organization (in B.l, B.2, C.l, D.l, etc.). Appendix B, for example, 

presents an overview of the assessment approaches used by state higher 

education coordinating boards and is followed by descriptions of two examples 

of that type of organization: the Texas Higher Education Coordinating Board 

(B.l) and the Kentucky Council on Postsecondary Education (B.2). The other 

appendices have no overview section. Appendix F on government agencies, for 

example, has no general description of government agencies, since there is no 

general literature on education and training in government agencies; that 

appendix consists of a set of three case studies of government agencies (F.l, F.2, 

and F.3). Table A.1 provides a guide to the appendices. 

Table A.2 helps to map the appendices to the topics discussed in the report. 

Because the distinctions we draw between Phase One and Phase Two and the 

three steps in Phase Two are a synthesis of everything we reviewed, no single 

appendix contains information on both phases and on each step of Phase Two. 

Different appendices are good examples of certain topics, but not others. Some 

of the appendices provide clear examples of one of the four models, but some 

appendices (e.g., Accrediting Agencies) discuss groups of organizations that use 

more than one assessment model. For this reason, we provide Table A.2 to help 

readers locate material in the appendices that relates to a topic of interest. 



80 

s 
0) 

rH       OH 

<     % 
■S   'S 

O" 

"2 
> 
o 

■8 

TS 
S3 o> a I 

■^•■g 

T3 
S3 

I 

a >~ 
H 
"to 

S3 
o 

U3 
t8 
N 
'2 
M 

O 
S2 

is «8 

S3 
O T3 

u 

8 * 
<-> -K 
g£ 

§ 
3 a 

T3 y 
w S 

Ji<3 
.SP >. 
hr1 ^s 

« -5 
x  £ 
H W 

CO 

(0 
o 

pa 
S3 
o 

•43 
to 
u 
3 

73 
W 

VH 
0) 

■§> 

'43 oi 
tO bo 
N o> 

73 "o 
(8 

73 
U 
73 

+-» 
CD CO 

O O <*; O 
r; X 
o 

•43 
tO 
N 

CO 
Ml 
o 

1 
bC 

c 
o 

•43 

Z, o 

I < 
(3 1) 

►5 £ 

u 

73 
3 

o> 
73 
to 
U 
< 

73 
3 

m 

>^ Ol 
•43 

c 01 
0> u 
bf) o 
< CO 

Ml <o 
S3 C 

•43 o 
73 

Ol 

u 

HN  (0 
b  [li  tli 

g 
bO 
< 
«4-» 

S3 
5! 

U E      ~ 

.S 
73 
0) 

73 
3 

H  N   CO   i1 

«www 

Ol 

s 
aj 
bO « 
S3 
to 

s 
MH +J 
O 

4-> 

u 
01 

S3 '5" 
c 
0 

•43 

Oi 

1 
In 

_0 

£ to 1 
0 en Ol 4-1 

a, •<-* ^ u 
0) p 0 

H 
MH 
o 

■g 

en 
0) 

•fib o 
"o 1 

"13 
s 

■73 

S3 

1 
3 

> 

a 
en 
u 
O 

g 
> o 

'2 
Ol 
o 

o 

r 
Ol 

to 
o 

<C 
Ol 
o 
u 

T3 
u 
to 
u 
Ol 

0 
u 

CH 

Ol 
;43 
"en 
u 
Ol > 

b  ° >> 01 a O h> 0 CO S3 
to 

■e 
P 
Oi 

U
.S

. 
D

ep
 

U
.S

. 
A

ir
 ] 

U
.S

. 
N

av
 

H 
•4-* 

(3 
o> 
u 
3 

S 0> 

CO 

^< 
"2 «5 
DP 

T3 
0> 
o 

1 
13 
pa 

3! o> a> Ol 
S3 
O U § S3 

o i—. c 
o 

S3 S3 S3 c 

0 
•43 
<0 
N 

■2 
to 
bC 

5 
bC 
S3 

"g h CD 
o _a> 

to tn "u 
Oi S3 6 
J O 
0) 
to 
u o o 

a. 
CO 

H 

4Ü 

o 
U 

tß 
S3 o 

S3 
O 

&< 
CO 

1/1 

s 
en 

to 

1 
4^ 
• iH 

(5 

o 
U 

S 

CD 

o 
•43 
to 
u 
O 

CO 

bO 
S3 5 

en 
01 

T3 

fr 1 ^ •43 1 o to o 01 
U c< > U (S 



81 

•8 

T3 e 
a, 

a. 
(8 



82 

B.    State Higher Education Boards 

Overview 

State higher education boards work under the authority of the governor and 

legislature, with the purpose of ensuring a constructive relationship between 

postsecondary institutions and the state. Boards vary in their responsibilities, 

influence, and level of authority over higher education institutions. Three 

examples of state boards include consolidated governing boards, coordinating 

boards, and planning boards. Governing boards, as implied by their name, 

govern individual higher education institutions through planning, problem 

resolution, program review, budget and policy development, personnel 

appointment, and resource allocation. Coordinating boards do not govern 

individual institutions. They instead tend to focus on planning for the statewide 

system as a whole. These boards may review and even approve both budget 

requests and academic programs. They do not, however, appoint personnel or 

develop policies for individual institutions. Planning boards typically are 

voluntary, rather than statutory. These boards facilitate communications 

between individual institutions and states, but do no governing or coordinating 
activities. 

In response to mandates from state legislators or governors, most boards have 

created "accountability systems," or structured efforts to measure and ensure the 

quality of the institutions within their purview. Among the accountability 

systems in vogue today are performance indicators, report cards, and 

performance funding. Although accountability is the primary purpose of these 

systems, most states encourage institutions to use the data for self-improvement 
as well. 

Accountability systems differ in the level of collaboration among stakeholders, 

providers, and intermediaries. Some higher education boards are more directive 

than others. When governing boards determine assessment goals, measures, and 

evaluations without substantial input from providers, conflict and resentment 

often follow. Institutional leaders may feel that the state is imposing standards 

on them that do not reflect the institution's actual quality. Other state boards are 

more collaborative and ask institutions to play a substantial role in establishing 

assessment goals and methods. Although this approach leads to more 

acceptance of assessment by providers, it is time-consuming and costly. 
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The information gathered through these accountability systems is used in at least 

four ways, as described below. 

• Funding. Some states link a percentage of funding to institutional 

performance. Tennessee awards 2-5 percent of its instructional budget based 

on assessment results. In theory, South Carolina awards 100 percent of 

funding based on performance, but in practice a much smaller percentage 

(probably about 5 percent) depends on assessment results (Schmidt, 1999). 

• Program Planning and Elimination. Assessment results may contribute to 

decisionmaking about academic programs. For example, based on its review 

of assessment data, the Illinois Boards of Higher Education in 1992 

recommended the elimination, consolidation, or reduction of 190 programs 

at public universities, including 7 percent of all undergraduate programs, 

among other changes. 

• Comparisons. In many states individual campuses are encouraged to use 

assessment results for self-improvement purposes. The degree to which this 

actually occurs is unknown. 

• Public Information. Assessment results also provide a means of informing 

the public about their state's higher education system. Thus, some states 

publish report cards—for either the system as a whole or for individual 

institutions. 

The effectiveness of state accountability systems is uneven. At best, the efforts 

may lead to quality improvements and better alignment between higher 

education and state policy goals. At worst, the efforts create dissension; force 

institutions to redirect resources away from other, arguably more valuable 

activities; and provide little insight into the performance of higher education 

institutions and systems. 

Phase One 

Most state boards are involved in coordinating their statewide systems of higher 

education. Such coordination ensures that postsecondary institutions operate 

collectively in ways that are aligned with state priorities and that serve the public 

interest (McGuinness, 1997). Coordinating efforts can be achieved through both 

long-range or master planning and focused research studies. A detailed example 

of Phase One assessment at the state level will be provided in Appendix B.l. 
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Phase Two 

State-level accountability and assessment systems most resemble Model 2. 

Whether conducted under the guise of performance indicators, performance 

funding, or report card programs, state boards choose the goals upon which the 

assessment is to be based and then collect information from institutions and 

make judgments on this information. However, there are states that tend to use a 

version of Model 1. Appendix B.2 describes how the Kentucky board allows 

higher education institutions to determine their own "fitness for purpose" upon 

which assessments are based. In addition, some other states use a version of 

Model 4. Florida, for example, has a statewide rising junior exam for college 

students at the sophomore level. Legislation passed in 1995 limited the use of 

this exam, called the "College Level Academic Skills Test" (CLAST) so that 

students can bypass the test if they score well on the Scholastic Aptitude Test 

(SAT) or if they perform well in specific courses. Nonetheless, use of the CLAST 

is an example of Model 4 assessment. Even Model 3 may be relevant to some 

state boards. While Model 3 involves a higher education institution conducting 

its own assessment, state boards can provide information to help institutions 

assess themselves or incentive funding to induce institutions to conduct specific 

assessments. Uses of Model 3 were in vogue in many states in the early 1980s 

(Ewell, 1999a). 

Identify Goals for Education and Training 

State accountability systems focus on goals linked to the state's overall higher 

education mission (reflecting the needs of the general public and of corporate, 

civic, and political leaders), rather than individual institutions' missions. 

Typically, the goals address such issues as educational access and affordability, 

quality and effectiveness, diversity and equity, efficiency and productivity, 

contribution to state needs, and connection to other education sectors (e.g., K-12). 

Goals may relate to inputs, processes, outputs, and outcomes. Goals may be 

established by the state legislature, governor, or the coordinating/governing 

board. 

Develop Measures of Quality and Productivity 

In some cases, states mandate measures with little input from the institutions. In 

other states, the selection of measures is the result of extended discussion and 

negotiation between institutions and governing/coordinating boards. The 

measures that constitute state accountability systems vary on several dimensions. 
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• The number of measures. Although institutions generally want more 

measures included in an assessment program, to maximize the likelihood of 

high performance on at least some measures, this approach also increases 

costs. Thus, the costs of assessment are less in Tennessee, with 15 measures, 

than in South Carolina, with 37. 

• The level of control exercised by the state. Some states, such as Colorado, 

encourage institutions to select measures that satisfy internal institutional 

improvement needs. Others, such as South Carolina, prescribe the measures. 

Most states are plagued by ambiguity in operational definitions and 

measurement methodology. For example, student-faculty ratios can be 

calculated in different ways, leading to significantly different results. 

• The unit of analysis. Whole institutions are the typical unit of analysis for 

accountability systems. Within this unit of analysis, politicians seem to be 

most interested in student-related variables, such as institutional retention 

rates and pass rates on licensing examinations. 

• Data sources. In most cases, measures are culled from major institutional 

databases, from such areas as admissions, registration, and finance. Other 

measures are based on unit-level data, such as library-use statistics. Still 

others, such as satisfaction surveys, require new data collection, often at 

substantial cost. Some states, such as Texas and Virginia, have developed 

large centralized databases that provide the state board direct access to a 

wide range of data for assessment. Most, however, rely on institutions to 

report the results of requested analyses. 

• Measurement focus. Accountability systems, starting in the 1980s, tend to 

emphasize outcomes. Scholars are stressing, however, that assessment 

systems should place equal emphasis on the processes that lead to outcomes 

so decisionmakers will understand what changes they need to make to have 

an effect on outcomes (Banta and Borden, 1994). 

• Measurement variation. Some states apply the same measures to a wide 

range of institutional types. Other states use different measures for different 

types of institutions. 

Typical accountability measures, or indicators, address admission standards, 

characteristics of incoming students, admissions "yield" rates, enrollment, total 

student credit hours, transfer rates, retention and graduation rates, student time 

to degree, degrees awarded, professional licensure exam pass rates, results of 

satisfaction surveys (by students, alumni, and employers), faculty teaching 

workload, and extramural or sponsored research funds. 
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Tennessee's accountability system, now over 20 years old, was developed in 

response to the implementation of performance-based funding in the 1970s. The 

accountability system has undergone a number of changes—most recently, the 

state started issuing report cards for each institution. Table B.l displays the 

indicators used in the report card. South Carolina has also developed a strong 

accountability system, the major elements of which are displayed in Table B.2. 

Evaluate Quality and Productivity Using Measures 

Generally, the coordinating or governing board carries out an evaluation process 

using data submitted by institutions. Institutional performance may be 

compared to state-set standards (e.g., South Carolina), peer group performance, 

or past performance (e.g., Tennessee). 

Table B.l 

Report Card Indicators Used in Tennessee 

Categories Indicators 
Student learning 

Academic programs 

Faculty productivity 

Financial accountability 

Licensure examination pass-rates 
Job placement (percentage) 
Student satisfaction (satisfaction survey responses) 
Alumni satisfaction (survey responses) 
Core knowledge and skills (performance on national tests) 
Graduation rates 
Degree granted 

Program accreditation (percentage eligible accredited) 
External peer review (number meeting standards) 

Hours of instruction 
Students per class 

Tuition and fees 
Staffing (number full-time) 
Expenditures (by function) 
Private giving 
Financial aid (percentage of students receiving aid)  
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Table B.2 

Performance Measures Used in South Carolina 

Categories Indicators 

Mission focus 

Quality of faculty 

Instructional quality 

Institutional cooperation 
and collaboration 

Administrative efficiency 

Entrance requirements 

Graduates' achievements 

User-friendliness of 
institution 

Research funding 

Expenditures to achieve mission 
Curricula offered to achieve mission 
Approval of a mission statement 
Adoption of strategic plan 
Attainment of strategic plan goals 

Academic and other faculty credentials 
Performance review (to include student and peer 

evaluation) 
Posttenure review 
Compensation 
Faculty availability to students outside class 
Community and public service 

Class size and student-teacher ratio 
Number of credit hours taught by faculty 
Ratio of full-time faculty as compared with other full-time 

employees 
Accreditation of degree-granting programs 
Institutional emphasis on teacher education quality and 

reform 

Sharing and use of technology and other resources 
internally and with external partners 

Collaboration with private industry 

Administrative and academic cost comparisons 
Use of best management practices 
Elimination of waste and duplication 
General overhead costs per FTE student 

SAT and ACT scores of student body 
High school standing, GPA, and student activities 
Nonacademic achievements of students 
In-state student enrollment 

Graduation rate 
Employment rate for graduates 
Employer feedback on graduates 
Scores on professional exams 
Graduates continuing education in state 
Credit hours earned of graduates 

Credit transfer to and from institution 
Continuing education units 
Accessibility of institution to state citizens 

Grants for teacher education 
Public and private sector grants  

NOTES: FTE is full-time equivalent. ACT is American College Testing. GPA is grade point 
average. 



B.l. Texas Higher Education Coordinating 
Board 

Overview 

The Texas Higher Education Coordinating Board was established in 1965 by the 

state legislature. Its overall objective is to promote quality and efficiency in the 

higher education system. The coordinating board serves as an intermediary 

between the state legislature and the institutions and its responsibilities fall into 

three major areas: 

• Coordination: The coordinating board works with the legislature, governor, 

and institutional governing boards to coordinate Texas higher education to 

expand access, improve equality, and promote efficiency through such 

actions as developing higher education plans and reviewing and approving 

degree programs and construction of major facilities. 

• Information: The coordinating board provides information on higher 

education to state policymakers and citizens. 

• Administration: The coordinating board administers state and federal 
programs. 

The Texas system consists of 120 public and private institutions—three-quarters 

are four-year, and one-quarter are technical or community colleges. Fifty-four 

percent of students are enrolled in the four-year institutions, and 46 percent are 

enrolled in community or technical colleges. There are 966,840 students in all of 

postsecondary higher education in Texas. The state expects enrollment in public 

institutions to continue increasing over the next five years. 

In terms of assessing higher education's quality and productivity, the 

coordinating board's main tool is its authority to approve1 and/or close 

programs. The coordinating board conducts two types of reviews at the program 
level: 

1. Initial reviews of programs that institutions would like to offer. Approval by 

the board is required for the program to be eligible for state funding. 

2. Ongoing reviews of programs that have been approved by the board. 

More specifically, approve the programs for state funding according to an established formula. 
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Programs must be approved by the board to be eligible for state funding. 

Programs can lose their approval in the ongoing review, although that rarely 

happens. Coordinating board staff members know that they will approve some 

programs that are not worthwhile (about 10 percent will be bad investments); it 

is impossible to avoid such mistakes. It is important, however, to constantly 

reevaluate the need for existing programs so as to minimize the effects of 

mistakes. 

In addition to approving and reviewing programs, the board evaluates the 

effectiveness of the community and technical colleges in the state. The 

"institutional effectiveness process" is a "comprehensive approach for verifying 

the effectiveness of Texas' community and technical colleges in achieving their 

local and statutory missions."2 Extensive information is gathered from 

community colleges to evaluate their effectiveness. These data are maintained in 

a longitudinal database that allows for a strong tracking capability. Every fall, 

the coordinating board creates an incoming cohort and tracks them as a group 

for seven years. Students can be tracked across colleges or systems, or even into 

the workforce by linking Social Security numbers to Texas workforce commission 

data. As a result, institutions know where their graduates go and can answer 

such questions as: Do community college graduates go on to a four-year college? 

If so, do they eventually graduate? Do graduates get jobs in the State of Texas? 

Although these data are collected annually, overall institutional effectiveness is 

measured through a peer-review process with a site visit every four years. This 

site visit accomplishes both the institutional effectiveness review and the 

individual program-level review. 

The purpose of initial program review and ongoing reviews is both 

accountability (ensuring that the institutions are spending state money for useful 

purposes) and program improvement. Similarly, the purpose of the institutional 

effectiveness process is to hold the community and technical colleges accountable 

to meeting their missions and to help them improve. The assessment processes 

are intended to benefit various stakeholders, including legislators, the public, 

and students, and to assist the institutions in their quests for improvement. 

All of these assessment efforts are controlled by the coordinating board, acting as 

an intermediary. The initial program review includes a market assessment that 

encourages collaboration between providers and stakeholders. Ongoing reviews 

at the community and technical colleges also involve an advisory board that 

State-Level Institutional Effectiveness Process for Texas Community and Technical Colleges, Texas 
Higher Education Coordinating Board, Community and Technical Colleges Division, Austin, Texas, 
September 2000, p. 1. 
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includes people from outside the institution, suggesting that stakeholder 

involvement is promoted during this process. 

Initially, colleges were resistant to the coordinating board's role as the main 

information resource. Resistance diminished as the institutions came to see value 

in the published reports and online data. In the past, many colleges did not have 

the capability to provide the data required by the Southern Association of 

Colleges and Schools and did not have the resources to manipulate any existing 

data. Currently, the coordinating board not only analyzes the data it receives 

from institutions, but it packages the information for redistribution to colleges 

and other interested organizations. Due partly to these efforts, the response by 

colleges to the coordinating board's assessment efforts has been very positive. 

Phase One 

The coordinating board engages in statewide higher education planning 

processes. One of these planning efforts involved developing the Workforce 

Education Course Manual, which is "the state community and technical college 

inventory of workforce education courses."3 Developing this manual was a 

substantial and ambitious effort. To develop the manual, the coordinating board 

gathered experts and faculty together and got them to agree on a set of courses, 

an appropriate content description, and a range of "contact" hours for courses in 

particular sequences. This process was in response to excessive program 

duplication and insufficient transferability of courses from one institution to the 

next. The manual is an attempt at eliminating both of these roadblocks. During 

this manual development process, course duplications were uncovered and 

remedied. For example, the number of welding courses was reduced from 900 to 

96. Now, every college that offers introductory welding calls it the same name 

(e.g., Welding 101). The course involves the same number of contact hours 

regardless of where it is delivered. Now, a person can take Welding 101 in Del 

Rio, and then be ready to take Welding 102 in San Antonio. Overall, the number 

of courses offered throughout the state by the community and technical colleges 

went from over 30,000 to approximately 6,000. 

There have been two effects of this manual: (1) businesses know that programs 

are the same in each college, and (2) students can transfer credits from one 

institution to the next without difficulty. The Workforce Education Course 

Manual effort took approximately four years and cost approximately $150,000 
per year. 

3See www.thecb.state.tx.us/divisions/ctc/ip/WECM2000/about.htm. 
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Phase Two 

The assessment process used in Texas most closely resembles Model 2. The 

intermediary decides the criteria upon which the assessments are conducted. 

This intermediary (the coordinating board) then collects data and judges whether 

the program under review is worthy of either initial or continued funding. 

Identify Goals for Education and Training 

Underlying goals are evident in the initial program approval process. This 

process is based on five criteria. The criteria are not literally goals, but guiding 

principles for evaluation. The coordinating board has used the following criteria 

since its inception: 

1. Need: Does the state need this program at this institution? 

2. Quality: Are new programs of good quality (thus protecting student 

interests)? 

3. Cost: Is the program worth the cost? 

4. Duplication: Does the program duplicate existing programs? 

5. Mission: Does the program fall within the scope of the institution's mission? 

In addition to these five goals for program approval, there are seven standards of 

program and institutional quality that must be adhered to by the community and 

technical colleges. Institutions must 

fulfill their statutory mandate and meet the unique needs of their service area 

use Perkins4 resources effectively 

provide sufficient access and effective student services 

ensure student achievement 

provide quality continuing education 

provide quality academic programs and services 

provide quality workforce education programs. 

Develop Measures of Quality and Productivity 

The measures of quality and productivity used differ for initial program 

approvals, ongoing reviews at universities, and ongoing reviews at two-year 

As mandated by the federal Perkins Act. 
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Colleges. In general, the initial program approval process uses similar measures 

at universities and two-year colleges. 

Initial Program Approval. Measures are categorized according to the goals to 

which they relate: 

1. The need criterion looks at student and job demand. Does the state need this 

program at this institution? Different types of data collection methods are 

used to answer this question, including surveys, national data on doctoral 

programs, occupational handbooks for job demand projections in particular 

sectors, the link to the Texas economy, and the relative number of programs 

in Texas with respect to other states in the country. At the technical and 

community college level, the program under consideration must have a 

business advisory board. 

2. The quality criterion is based on the rationale of protecting students' 

interests. The quality indicator focuses on faculty and resources (i.e., 

whether engineering programs have adequate labs and facilities). It also 

considers things like whether there are enough faculty members to staff the 

program. For example, there is an informal standard of a minimum of four 

FTE faculty members for doctoral programs. One coordinating board 

member said, "We want planned programs that have a national reputation." 

In addition, the quality assessment considers Southern Association of 

Colleges and Schools accreditation and qualification of faculty. 

At community and technical colleges, the coordinating board also looks at 

whether the institution has started any relevant external accreditation 

process where such a quality assessment process is available (e.g., programs 

for dental assistants). The coordinating board also looks at how the college is 

doing in other programs. If the college is not meeting standards in other 

areas, it may be prevented from starting a new program. 

3. The cost criterion examines the projection of the cost to the state. The state 

wants to know whether or not programs will be self-supporting after they 

have been initiated. Programs with high cost and low funding or demand do 

not make sense. The coordinating board asks for detailed accounts of how 

the proposed program will be funded during the start-up phase. Since 

enrollment-based funding is based on enrollment from previous years, a new 

program will not generate revenues in real time. 

4. The duplication criterion looks at whether higher education institutions 

within a given geographic area have similar programs. 

5. The mission criterion simply looks at whether the program falls within an 

institution's mission. 
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Ongoing Program Review—Universities. In reviewing existing programs at 

universities, the coordinating board relies to a large extent on accreditation; 

programs should meet Southern Association of Colleges and Schools and 

program-specific accrediting agency standards. Other than this measure, the 

coordinating board does not systematically examine the quality of programs, 

except in the area of teacher education. The legislature has been focused on 

teacher education and is concerned about the quality of graduates from teacher 

education programs. The coordinating board has imposed additional 

requirements on teacher education programs, including more interdisciplinary 

studies, a larger number of required math courses, and the elimination of math 

and science courses designed just for students in the education programs. In 

other words, the board is directly intervening in the process by instituting 

specific curricular requirements. The board also collects and reports information 

on the pass rates of licensing exams for graduates of professional programs. 

In addition to examining ongoing program quality at the four-year institutions, 

the coordinating board is involved in ongoing productivity reviews. 

Publications are available on classroom utilization, research expenditures, and 

research funding per faculty member. In addition, programs must graduate at 

least three Ph.D.s within a five-year period to be considered productive. 

Ongoing Review—Two-Year Colleges. The measurement of performance of 

two-year colleges by the coordinating board is more involved than it is for the 

universities. This review is conducted through an on-site peer review process. 

This process, conducted every four years, not only serves as a program review 

process, but as a method for evaluating institutional effectiveness. Therefore, the 

coordinating board asks for data on both program-level assessment and the 

meeting of the seven statewide goals mentioned above. A committee of college 

presidents, faculty, students, and industry representatives identified 66 different 

measures to be collected from each two-year institution to meet these seven 

goals. The state legislature's budget board passed a law requiring all two-year 

colleges in the state to collect these data. Table B.l.l displays some examples of 

the measures the coordinating board uses to determine whether these goals have 

been achieved. This table is not an exhaustive list; each goal typically has five to 

ten measures. For the most part, information is provided by the institutions, but 

some information is available from external sources. Approximately $530,000 is 

used to support this data collection effort annually. 
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Goals 

Table B.l.l 

Examples of Measures for Texas Two-Year Colleges 

 Examples of Measures 
Fulfill their statutory 

mandate and meet 
the unique needs of 
their service area 

Use Perkins resources 
effectively 

Provide sufficient 
access and effective 
student services 

Ensure student 
achievement 

Provide quality 
continuing education 

Provide quality 
academic programs 
and services 

Provide quality 
workforce education 
programs  

Published mission statement addresses all statutory 
requirements 

Current funds must be expended on allowable costs 

Proportion of women and minorities in all workforce education 
enrollment is comparable (±5 percent) to overall college 
enrollment or shows improvement compared with overall 
college enrollment 

30 percent of full-time, first-time-in-college students not 
receiving remediation receive a degree or certificate or 
transfer within three years 

College shows documented evidence of serving literacy needs 
in the college district (either through college efforts or 
collaboration with other entities) offering certain programs3 

The college has incorporated a core curriculum of at least 42 
semester credit hours into each academic degree plan, unless 
a smaller core curriculum component is specified in a 
statewide field of study curriculum 

Program must have had 15 graduates over last three years 

aAdult basic education, general equivalency diploma, English-as-second-language, and 
Workforce Literacy programs. 

Evaluate Quality and Productivity Using Measures 

In approving new programs, the coordinating board compares institutional data 

on the new program with the existing five criteria. In reviewing existing 

programs, the process is much more involved for the community and technical 

colleges. For the four-year institutions, the coordinating board basically ensures 

that the program is accredited, although it does examine the teacher preparation 

programs in greater detail. These examinations are, again, made in reference to 

existing standards. For the community and technical colleges, institutional data 

are again compared with existing standards. However, the board's general 

philosophy is to allow colleges to draw their own conclusions and make their 

own decisions based on the reports provided. So colleges use reports to facilitate 

decisionmaking, while the coordinating board plays a supportive role and assists 

the colleges where needed. 
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B.2. Kentucky Council on Postsecondary 
Education 

Overview 

The Kentucky system of higher education consists of two research universities 

(The University of Louisville and The University of Kentucky), The Kentucky 

Commonwealth Virtual University, six comprehensive regional universities, and 

a system of 28 community and technical colleges. These institutions serve 

approximately 47,000 credit and 144,000 noncredit students each year. 

The Kentucky governor has made higher education a defining issue of his 

administration. In 1996, the Kentucky General Assembly adopted Senate 

Concurrent Resolution 93, which created the Task Force on Postsecondary 

Education. This task force commissioned a review of postsecondary education in 

Kentucky and published the results in March 1997. This report spurred further 

legislation, which established five goals for the state to achieve by 2020, called 

2020 Vision: An Agenda for Kentucky's System of Postsecondary Education. 

This same legislation mandated the mission for the Kentucky Council on 

Postsecondary Education (CPE), which is Kentucky's coordinating board for 

their higher education system.1 The purpose of the CPE, an intermediary in this 

system,2 is to provide factual information to state political leaders, to adopt a 

statewide agenda that provides direction to the system, and to eliminate 

duplication and wasteful competition. The CPE is charged with leading the 

reform efforts envisioned by state policy leaders. Council members have 

pledged reduced bureaucracy, staunch advocacy, decisive management, and 

effective stewardship to achieve six results: 

• Public support for the value of postsecondary education. 

• Information that is helpful to students and their families in making 

educational decisions. 

• An educational system that is well coordinated and efficient. 

1See Education Commission of the States (1997) or Appendix B for a complete description of the 
distinction between coordinating and governing boards. 

2Each university and community or technical college in the state has its own governing board. 
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• Incentives that stimulate change and prompt institutions to redesign 

programs and services, realign resources for priorities to improve 

productivity, and generate new resources. 

• Information that shows the public how the system and its institutions are 

performing. 

• Data and research that help policymakers make good decisions. 

CPE has 50 employees—half support and half professional. Under guidance of 

its mission, the CPE's work involves coordinating the improvement of Kentucky 

postsecondary education. Some of what CPE does is regulatory (approval of 

new academic programs, for instance), and some is advisory (such as budget 

recommendations to the governor and the general assembly). State legislation 

also gave CPE control over the allocation of incentive funds. In addition, CPE 

licenses the private institutions in the state. Finally, CPE was specifically 

assigned with developing and implementing a strategic agenda, as well as 

performance indicators to track the progress of the five goals listed in 2020 Vision, 

which is the mechanism the state uses to assess its higher education system. 

This assessment process is intended to promote improvement within institutions 

and the system as a whole and to hold institutions accountable to the state and its 

citizens. The assessment is stakeholder-driven, because it is motivated and 

guided by the governor and the legislature. The assessment process is designed 

to benefit all stakeholders, including legislators, the governor, students, 

graduates, business owners, and all citizens. The assessment process is an 

important tool allowing the governor and the legislature to monitor the progress 

of individual institutions and the higher education system as a whole. 

Each year, CPE produces a status report for the governor and the legislature 

discussing progress toward the 2020 Vision goals. Information from the 

assessment process, including comparisons to national standards, influences 

funding. 

Phase One 

Creating the Task Force on Postsecondary Education in 1996 was a first step in 

Phase One assessment in the state of Kentucky. Task force members completed a 

basic needs analysis of higher education throughout the state. They found low 

participation in postsecondary education and below-average per-capita income 

that was, in their opinion, creating a vicious cycle. The task force concluded that 

postsecondary education was the key to prosperity—for their citizens, their 

businesses, their communities, and their children. Therefore, in the broadest 
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sense, the mission of the Kentucky system of postsecondary education became 

economic development. The task force concluded that a responsive and flexible 

system of postsecondary education needed to become a key tool in helping 

Kentucky flourish in the early decades of the 21st century. Greater economic 

prosperity could be achieved by making it possible for all Kentuckians to 

participate in lifelong learning. These Phase One activities culminated in 2020 

Vision, the goals for higher education in the state. 

Phase One activities continue through the Strategic Committee on Postsecondary 

Education, which brings together state policy leaders in a forum to exchange 

ideas about the future of postsecondary education in Kentucky. Its members 

(including the governor, legislative leaders, the CPE members and president, and 

other representatives) play a pivotal role in assuring that the efforts of the 

postsecondary education system have the long-term support of policymakers 

and are tied to statewide needs and economic well-being. 

Phase Two 

The assessment process used in Kentucky most closely resembles Model 2. The 

legislature has defined the goals and an intermediary collects information on 

whether the individual institutions are meeting the goals through gathering data 

from the institutions. However, measures for whether the institutions are 

meeting the goals were developed through extensive collaboration with diverse 

stakeholders. The intermediary then determines the extent to which each 

institution has met the state's goals. 

Identify Goals for Education and Training 

The five goals for the assessment process were delineated in the 1997 legislation 

that created 2020 Vision. The intent is to achieve these goals by the year 2020. 

The following text is from 2020 Vision: 

We ask you to envision a Kentucky in the year 2020 recognized throughout 
the nation and across the world for having: 

• Educated citizens who want advanced knowledge and skills and 
know how to acquire them; and who are good parents, good citizens, 
and economically self-sufficient workers. 

• Globally competitive businesses and industries respected for their 
highly knowledgeable employees and the technological 
sophistication of their products and services. 
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• Vibrant communities offering a standard of living unsurpassed by 
those in other states and nations. 

• Scholars and practitioners who are among the best in the world, 
dedicated to creating new ideas, technologies, and knowledge. 

• An integrated system of elementary and secondary schools and 
providers of postsecondary education, committed to meeting the 
needs of students and the Commonwealth, and acclaimed for 
excellence, innovation, collaboration, and responsiveness. 

The primary purpose of these goals is to bring Kentucky up to the national 

average in terms of quality-of-life indicators. While the scope of these goals go 

beyond the traditional scope of higher education institutions, these institutions 

will play specific roles to move the state toward achieving the goals. The 

Kentucky Community and Technical College System will be the primary 

provider of two-year transfer and technical programs, workforce training for 

existing and new businesses and industries, and remedial and continuing 

education to improve the quality of life and employability of the citizens of the 

Commonwealth. The regional universities3 will work cooperatively to assure 

statewide access to appropriate, high-quality baccalaureate and master's degree 

programs. Each university will develop at least one program of national 

distinction. The University of Louisville will be a premier, nationally recognized 

metropolitan research university. The University of Kentucky will be a major 

comprehensive research institution ranked nationally among the top 20 public 

universities. 

In addition to these specific roles, CPE needs to identify goals for educational 

quality that incorporate the views of all stakeholders. Because of the challenges 

involved in understanding the views of certain stakeholders, CPE has hired a 

consulting company to conduct focus groups with students, alumni, parents, and 

employers to determine what they think a "quality education" entails. 

Develop Measures of Quality and Productivity 

CPE, in conjunction with individual college leaders, wrote an action agenda that 

addresses how it will implement 2020 Vision goals over the next four years. In 

writing this agenda, CPE also got feedback from a range of Kenruckians through 

teleconferences, radio shows, meetings, telephone interviews, and focus groups. 

These activities targeted involvement of campus administrators, faculty senate 

•a 
■^Eastern Kentucky University, Kentucky State University, Morehead State University, Murray 

State University, Northern Kentucky University, and Western Kentucky University. 
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leaders, legislators, teachers, principals, superintendents, students, alumni, 

parents, employers, and business and civic leaders. 

These efforts helped in developing measures for the five goals included in 2020 

Vision. CPE has developed measures relating to students on such issues as 

access, enrollment, college readiness, retention, time to graduation, graduation 

rates, lifelong learning, postcollege quality of life, postcollege career success, and 

postcollege civic and social roles. Other measures are institution-focused and 

include research dollar obtainment, space usage, employer satisfaction, position 

in rankings, and continuing education opportunities. An example of these 

measures on space utilization is the average weekly use of classroom and lab 

space and percentage occupancy per session. 

While most of these measures have been fairly easy to develop, it is more 

difficult to measure the achievement of broader social goals. Furthermore, there 

has been disagreement within CPE about how to measure higher education 

quality. It is not easy to define the concept of quality in absolute terms, and CPE 

has not come to any agreement. Some elements of quality can be measured 

through the use of nationally normed tests. CPE is interested in using the 

concept of value-added, which considers the characteristics, skills, and values of 

students upon entry, not just absolute outcomes. CPE is also interested in 

"fitness for purpose," since there is not one single definition of quality that will 

work for all institutions. The search continues for measures both of quality and 

of the broader social goals contained in 2020 Vision. 

Evaluate Quality and Productivity Using Measures 

CPE measures the progress of the Kentucky higher education system against 

national averages and against similar information from other states. The council 

has a benchmark list of comparison institutions from throughout the country for 

each university. Comparison with other states is the primary type of evaluation. 

Kentucky has expanded the list of states it compares its institutions to; the state 

wants to look beyond its traditional comparison states, such as Mississippi, 

Alabama, and Arkansas, to a group of states that includes North Carolina, Ohio, 

and Virginia. In addition, the evaluation also occurs through a self-comparison 

over time; Kentucky wants to see improvement on each measure over time. 
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C.    Process Auditors—Academic Audit1 

Overview 

The academic audit is a relatively new approach to quality assessment that has 

been implemented abroad—in Hong Kong, Scandinavia, Great Britain, Australia, 

New Zealand, and the Association of European Universities (CRE)—and has 

begun to receive attention from U.S. accrediting organizations, such as the 

Western Association of Colleges and Schools. The academic audit is an external 

peer review of institutional quality assessment and improvement systems at a 

particular provider institution. The focus of the audit is on an institution's own 

processes for measuring and improving academic quality. 

The academic audit originated in 1990 in the UK, when the government became 

increasingly interested in ensuring that sufficient attention was paid to teaching 

in the face of rapid growth in higher education. There was a threat that Her 

Majesty's Inspector (HMI) would undertake an audit of colleges and universities. 

Instead, 

the Academic Standards Group of the Committee of Vice Chancellors and 
Principals recommended the creation of an Academic Audit Unit (AAU) to 
provide external and independent assurance that UK universities had 
adequate and effective mechanisms and structures for monitoring, 
maintaining, and improving the quality of their teaching (Dill, 2000a, p. 
189). 

Implementing the audit process precluded an evaluation from HMI. 

The emergence of the academic audit is related in part to the changing global 

market for education, which is increasing pressure on higher education 

worldwide. Particularly in Europe, where higher education has traditionally 

been state run, the issue facing education policymakers is how to create markets. 

In the United States, market forces have been at work for many years. This 

market pressure has induced institutions to maintain or improve quality. Dill 

suggests that the academic audit has caught on in other countries first because 

This appendix is based on a literature review and a personal conversation with David Dill, 
April 20,2000. Dill, Professor of Public Policy Analysis and Education at the University of North 
Carolina, Chapel Hill, has written extensively on the academic audit. See his web site for additional 
information, including reviews of other countries that have implemented the process, manuals, and 
review instruments: www.unc.edu/courses/acaudit. 
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they are more seriously looking for something, beyond market forces, that can 

help with quality improvement. 

Academic audits normally are conducted by an intermediary organization, not a 

customer or the provider. The team of auditors typically includes generalists, not 

subject experts, although audit teams usually include faculty members 

experienced in teaching and academic work. The exact size and composition of 

audit teams vary across countries. In Hong Kong, audits are carried out by the 

University Grants Committee (UGC), which is a nonstatutory advisory body 

whose members include distinguished overseas academics, prominent local 

professionals and business people, and senior, locally based academics (see 

Massy and French, 1997). This committee includes local academics to 

"encourage mutual learning and acceptance of the process locally" (Massy and 

French, 1997). According to the perspective of outside evaluators, the academic 

audit appears to encourage collaboration among the stakeholders, providers, and 

the intermediary. 

An academic audit typically involves three steps: (1) the inspection of 

documents supplied by the university under review/self-assessment, (2) a visit 

by a team of auditors to examine things in situ, and (3) the writing of a report (by 

the auditors). In Hong Kong, the institution prepares a 20-page report describing 

its quality improvement and assurance measures. The review team assesses the 

documentation, visits the institution, and compiles a report. The steps in the UK 

audit are similar to those used in Hong Kong, as well as to the process for 

accreditation in the United States: Institutions submit materials to the review 

team, the review team conducts a site visit to the institution, and then the review 

team issues a report. After going through the materials sent by the provider, the 

audit team typically visits the institution for several days and interviews dozens 

of representatives including senior administrators, quality assurance committee 

members, department and/or program heads, and students. The team's findings 

are then documented in a report that should focus on processes as opposed to 

individuals. 

The unit of analysis for academic audits is usually whole institutions, but the 

assessment could work with individual programs or departments. In fact, the 

audit of an institution usually involves a review of a sample of programs. It is 

difficult to audit all departments at one time. Dill suggests sampling 

departments randomly, rather than relying on volunteers since volunteers will 

likely be an unrepresentative sample of the quality processes in an institution. 

The objective of an academic audit is to ensure that institutions have processes in 

place for measuring their own quality and thus can engage in ongoing self- 
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improvement. Each institution is treated on its own terms, and audit reports are 

written principally with the institution in mind. Auditors do not compare 

institutions. It is this self-assessment that ultimately leads to quality 

improvement. The audit process usually includes a publicly available report that 

serves as a form of accountability. Publicizing the report both motivates the 

institution to take the process more seriously and enables the public to verify that 

institutions have processes in place to ensure quality. Furthermore, in Hong 

Kong, there have been discussions of using the report to inform funding 

decisions. 

The academic audit is related to total quality management (TQM), continuous 

quality improvement (CQI), the Baldrige Award, and the process-oriented 

tradition. These techniques are informed by the business literature. To the 

extent that the Baldrige Award, TQM, and other business-oriented quality 

processes have been used in higher education, it has been in the operating (and 

other nonacademic) departments. The academic audit has been more successful 

in permeating higher education because it is less adversarial and more 

"academic." Dill believes that academics have resisted a direct application of 

business techniques as foreign, hostile, and not in synch with the university 

culture. Academics view the academic audit as less alien because this process 

originated in the academic community and is based on a research orientation that 

builds evidence to support quality assertions. 

According to Dill, academic audits are efficient forms of assessment relative to 

alternatives such as accreditation, subject review, and program review. Subject 

reviews are very in-depth and can result in a high level of accountability for a 

specific area. However, they are also very costly. The cost/benefit ratio tends to 

be very low. Audits are much more efficient. 

Identification and analysis of "best practices" can follow from an academic audit. 

Although the audits are general and open ended, experience shows that good 

departments employ certain types of quality assessment practices. For example, 

the quality assurance agency in the UK has generated two Learning from Audit 

reports on best practices. Best practices have also emerged from the Hong Kong 

and CRE efforts (Dill, 2000a). The CRE holds an annual conference for the 

institutions that were audited that year. This conference provides audited 

schools an opportunity to share what they learned from the experience and the 

best practices that emerged. Over time, such a review of best practices might 

help an intermediary develop minimum standards for an audit process. 

Implementation of academic audit processes has generally been incremental and 

collegia!, with substantial input from the schools themselves. Providers spent a 
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lot of time looking at how other institutions implemented the academic audit. 

Some countries piloted the academic audit process to obtain gradual buy-in. In 

the UK, and to some extent in Scandinavia and Australia, there is formal training 

available for those who conduct academic audits. There are also audit manuals 

and audit visit protocols available from some of these countries. Organizations 

interested in the academic audit typically visit and learn from the organizations 

that have already implemented it. The audit teams in Hong Kong included 

experts from other countries. Although organizations do learn from one another, 

they tend not to implement the academic audit exactly as another organization or 

country has done. Rather, they mold it to fit their own circumstances. 

The academic audit method assumes that good people working with sufficient 

resources and following good processes will produce good results, while 

deficient processes will make it difficult for even good people with ample 

resources to produce optimal outcomes. In addition, the audit assumes that 

quality processes can be identified and articulated through the self-study process 

and verified by an outside team through interviews with faculty and staff. 

Dill points out that the academic audit may be a transitional process that will 

fizzle out as market generated assessment tools (e.g., U.S. News and World Report, 

industry certifications) become more prominent overseas. There is a question of 

the long-term viability of the academic audit. Thus far, the countries that have 

completed one audit cycle have found it to be useful, have modified it, and are 

signing on for another cycle. Whether this process will continue is unclear. 

Phase One 

Academic audits are designed for use with individual provider institutions. The 

intermediaries who conduct the audits are not, therefore, interested in assessing 

the needs of the larger system, although they may insert system-level goals into 

the audit process. Phase One activities are therefore not relevant to the academic 

audit process. 

Phase Two 

The academic audit is an example of Model 1. In an academic audit, the provider 

institution assesses itself, and an intermediary evaluates this self-assessment. 

The intermediary may prescribe the process and may dictate a limited number of 

goals, but the provider, for the most part, is in control of its own assessment. The 

intermediary then certifies the assessment process. 
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Identify Goals for Education and Training 

As mentioned above, the premise behind the academic audit is that the 

intermediary (auditing organization) assesses the internal quality process of the 

provider institution. Although the auditor may establish certain parameters for 

acceptable goals, the institutions are generally responsible for setting their own 

goals for the education activities in which they are engaged. According to Dill, 

goals for the audit process were unclear when audits were first implemented but 

are becoming clearer over time. In other words, as institutions become familiar 

with the audit process, they tend to focus on similar goals. Currently, there are 

three common goals typically used as a base for an academic audit. 

Auditors review and verify the effectiveness of an institution's basic 
processes of academic quality assurance and improvement by: 1) how an 
institution designs, monitors, and evaluates academic programs and 
degrees; 2) how an institution assesses, evaluates, and improves teaching 
and student learning; and 3) how an institution takes account of the views 
of external stakeholders in improving teaching and student learning (Dill, 
2000b). 

Additional goals should reflect the individual culture and mission of the 

institution being reviewed. 

In the UK, auditors detennine whether institutions have processes in place for 

assuring quality in relation to mission, institutional policies, strategies and 

operational procedures, institutional resources and organization, staff and 

student recruitment and development, institutional leadership, research, design 

of courses and degree programs, teaching methods, involvement of stakeholders, 

teacher evaluation, and assessing learning outcomes. The academic audit visit 

itself consists of an extensive investigation of three to four processes that the 

audit team selects based on what was submitted by the institution. 

Develop Measures of Quality and Productivity 

The academic audit approach to assessment delegates the selection and 

development of measures to the provider. The auditing agency may submit 

broad guidelines to the institution to help it select performance measures, but it 

generally gives institutions flexibility over the data they submit. Massy and 

French (1999) caution against system-level performance measures: "'One size fits 

all' performance measures should be viewed with suspicion." They believe that 

in an academic audit process, performance measures should be developed at the 

program or institution level. 
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Because it emphasizes process, the academic audit has been criticized for a lack 

of attention to inputs and outcomes. However, the academic audit does not so 

much ignore outcomes as delegate responsibility for assessing outcomes to the 

provider. In fact, Dill stressed that audits are increasingly focusing on outcome 

measures, pressing the institutions to examine their measures and how they 

know that the measures are reliable and valid indicators of what they are trying 

to accomplish. 

In the UK, the AAU suggests materials that institutions might submit as part of 

the academic audit, including formal publications (such as annual reports), codes 

of practice, official policies, internal handbooks, external examiner reports, new 

course approval documents, and meeting minutes. Other supporting 

documentation may include mechanisms for monitoring academic quality and 

means of providing support for academic quality improvement. 

Evaluate Quality and Productivity Using Measures 

Intermediaries typically do not prescribe a specific template or model against 

which quality processes will be measured. Each institution is treated on its own 

terms, and audit reports are written principally with the institution in mind. 

Results are not compared with other institutions' academic audits. Neither are 

there set standards against which to compare results. The academic audit, 

therefore, is sensitive to the different roles, missions, and characteristics of 

institutions. As a result, it is particularly useful for systems with a diverse set of 

providers. 
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C.l. International Organization for 
Standardization 

Overview 

In 1947, the International Organization for Standardization (ISO) developed 

common international product standards to enhance international commerce. 

Forty years later, the ISO created a management strategy referred to as "ISO 

9000," as well as ISO 9001,9002,9003, and 9004. The ISO 9000 and 90041 are 

guidelines, whereas ISO 9001,9002, and 9003 are three separate contractual 

standards used to certify an organization as ISO compliant (Mendel, 2000). 

Together, these guidelines and standards are designed to ensure that 

standardized quality production is being implemented and adhered to by an 

organization. 

The ISO 9000 system is a set of guidelines and standards designed to ensure that 

high-quality production processes are being implemented and adhered to by an 

organization. ISO 9000 registration does not guarantee that an organization's 

system of production is a good one, but serves as evidence that the organization 

is strictly adhering to its own internal quality production standards. In some 

cases, the ISO standards are used for internal review to improve the quality of 

products or services. However, in other cases, the ISO standards are 

implemented in hopes of bringing more credibility to the organization. In many 

industries, customers even require suppliers to have ISO certification. 

For ISO 9000 standards to be successful, leaders within an organization must 

explicitly define and document its policy for quality, which ultimately becomes a 

"quality manual." The adopted policy should not only be a standard of quality 

within the organization, but also a standard of quality that can be verified and 

certified by a third party. Because evaluation is an essential part of the ISO 9000 

philosophy, it is crucial that workers keep up-to-date documentation that can be 

used by external auditors to certify2 the organization as an ISO organization. 

However, it should be emphasized that an ISO 9000 registration does not mean 

that finished products have been evaluated or that the organization has a "great" 

1ISO 9000 is generally used to guide an organization to the choice of standards it should use, 
whereas ISO 9004 provides information about implementation and using the guidelines. 

2 Also referred to as being registered. 
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system of production. Rather, it assures, through third-party verification and 

internal audits, that an organization systematically adheres to a "quality system" 

(Mendel, 2000). To become certified, a third-party organization must serve as an 

objective evaluator of the organization's adherence to its quality manual.3 In 

theory, once an organization is certified, it is recognized around the world as 

having a quality system that is fully and consistently utilized.4 

Each of the ISO standards (9001,9002,9003) has a specific role in developing 

quality assurance and is used for different purposes. ISO 9001 is the most 

comprehensive of the three and is used to demonstrate an organization's 

capabilities in designing or developing products or services (Izadi, Ali, and Stadt, 

1996). ISO 9002 is identical to ISO 9001, except that the organization utilizing ISO 

9002 is not responsible for the design or development of the product or service 

yet still wants to demonstrate its capabilities for production, installation, and 

servicing. ISO 9003 is the least comprehensive of the three standards and is 

utilized to ensure the quality of a product or service in a final inspection or test. 

Collectively, these standards are designed to ensure quality to an organization's 

customers and to reduce production costs. 

Recently, ISO standards and guidelines have become more popular within the 

service industries. One exception to this trend is in higher education. This 

resistance can be partially explained by the presence of certain thoroughly 

entrenched traditions of measuring quality in higher education (Izadi, Ali, and 

Stadt, 1996). However, some researchers argue that ISO 9000, along with TQM 

strategies, can be used to enhance customer satisfaction, reduce attrition, and 

improve graduation rates while reducing costs (Vandenberge, 1995; Spanbauer 

1992). In fact, the American Society for Quality Control Standards (ASQC) 

Committee notes that other countries are beginning to use ISO 9002 as a 

mechanism to ensure quality and consistency (ASQC Committee, 1996). 

As in other service organizations, education and training provide an intangible, 

rather than a physical, product and therefore, production is often difficult to 

assess. However, administrators can use the ISO system to ensure that 

instruction is provided consistently. One mechanism for employing the ISO 

philosophy is a guideline document referred to as the ANSI/ASQC Zl.ll.5 Zl.ll 

incorporates generic quality system requirements of Q9001 and Q9002 to help 

design, develop, deliver, and assess instruction, including specified learning 

JThe Registrar Accreditation Board (RAB), an affiliate of the American Society for Quality 
Control, regulates the external audits for certification. 

"TTie certification lasts three years. 
5ASQC also suggests that an organization follow the guidelines outlined in ANSI/ISO/ASQC 

Q9004-1-1994. 
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objectives for each instructional course.6 These goals are a function of not only 

specific administrative practices of the organization, but also the stakeholders 

involved. For example, an organization can have multiple stakeholders, 

including the organization providing instruction, the students, and in some 

cases, employers of the students. 

Ultimately, part of the objective for Zl. 11 is to ensure that 

(1) the customer requirements are properly defined; (2) discrepancies 
between the customer and supplier (i.e., the organization) are resolved; (3) 
the supplier is capable of satisfying contractual requirements; and (4) 
proper records are maintained (Hutchins, 1993, pp. 75-76). 

Based on this description, the Zl.ll system is a highly interactive system in 

which feedback from multiple stakeholders, including customers, is greatly 

encouraged. An example of this is at Carnegie Mellon University (CMU) (Izadi, 

Ah, and Stadt, 1996). CMU has set up experimental classes in which the 

students, as the customers, participate in planning the courses, designing the 

syllabi, and even assigning grades. 

Phase One 

ISO 9000 is concerned with organization-level quality issues, not system-level 

assessment. As a result, Phase One does not apply. 

Phase Two 

ISO 9000 exemplifies Model 1 in Phase Two where the intermediary is 

responsible for assessing the provider's quality assurance process and the 

provider is responsible for implementing that process to actually assess its 

quality and productivity. 

Identify Goals for Education and Training 

The main objective of ISO 9000 is to provide a standard of production to which 

the organization systematically adheres. As part of this process, the organization 

must define and document its goals in a quality manual. These goals should be 

While it can be difficult to assess product quality in educational institutions, Zl.ll, much like 
the ISO 9000 system, suggests that quality control mechanisms should be implemented to ensure that 
each instructor is consistently using a process to prevent root causes of "deficient administrative or 
instructional practices" that would lead to unsatisfactory student performance (ASQC Committee 
1996, p. vii). 
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closely linked to the organization's mission. For example, in education, 

administrative and instructional practices are monitored to achieve the best 

possible student performance (ASQC Committee, 1996). When developing goals, 

process goals rather than outcome goals should be the main focus. It should also 

be noted that ISO 9000 requires the organization to define quality and process 

goals across different dimensions. For instance, ISO 9000 requires the 

organization not only to define goals for the quality of its products but also to 

specify mechanisms to achieve quality standards. 

ISO 9000 supporting documentation highlights a process of establishing goals. 

The first step is to identify goals the organization or institution wants to achieve. 

As part of the process, the organization should identify what others (including 

customers, suppliers, employees, shareholders, and society) expect from the 

organization. Second, the organization should evaluate its current status, which 

could come from self-assessment, customer feedback, or an assessment by an 

external organization. Third, following the guidelines provided by the ISO 

standards, the organization could improve the quality of production and its final 

product or service by developing a quality manual as a guideline for production 

or providing services. Fourth, to ensure quality to the organization's customers, 

ISO certification can be obtained through an external audit.7 

Develop Measures of Quality and Productivity 

ISO 9000 requires that measures be developed for assessing a process. However, 

in certain organizations, it is difficult to precisely measure it. Therefore, the 

quality control system selected is influenced by the different objectives or 

aclministrative practices of the organization. For instance, an institution of 

learning that is designed to provide physical skills rather cognitive skills may 

have a different quality control system and a different form of assessment from 

more-traditional institutions. The specific techniques used to measure 

performance will differ according to the purpose of the organization. As a result, 

it is not possible to simply require that every organization collect a common set 

of data. Because the measures of quality and productivity vary from institution 

to institution, the evaluation process can be time consuming. 

"7 'Selection and Use of the ISO 9000, www.isonet.com, 2000. 
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Evaluate Quality and Productivity Using Measures 

ISO 9000 requires that the leaders of the organization explicitly define its quality 

standards for producing products or services that meet the standards of ISO 

9001,9002, or 9003. The organizational standards should be stated principally in 

terms of performance. Once the standards are established, the organization 

should work toward these standards as goals for improving quality. Eventually, 

an organization can invite an accredited external auditor to evaluate its 

effectiveness in meeting these standards. If the auditor provides confirmation 

that the organization's standard is effectively being adhered to, then the 

organization can be certified as an ISO 9000 organization. This certification can 

be a helpful tool for customers choosing between providers. 
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D.   Accrediting Agencies 

Overview 

Accreditation is a form of nongovernmental, self-regulation; the process 

determines whether an institution or a program meets threshold quality criteria 

and therefore certifies to the public the existence of minimum educational 

standards. Accreditation in U.S. higher education is voluntary. Institutional 

accreditation is mostly carried out by eight regional commissions.1 These 

commissions are responsible for accrediting whole (generally undergraduate) 

institutions. In addition, there are dozens of national associations that offer 

recognized specialized and professional accreditation for programs or other 

academic units within an institution, or for freestanding single-purpose 

institutions (e.g., the Accrediting Commission of Career Schools and Colleges of 

Technology). Overseeing all of this is the Council for Higher Education 

Accreditation (CHEA). However, there are some accrediting agencies that 

operate outside the aegis of CHEA. 

In theory, accreditation is intended to serve the dual purposes of accountability 

and self-improvement. However, there is an inherent tension between these 

aims. Accreditation has primarily been about accountability, but there are efforts 

under way to make the process more flexible so that institutions can tailor the 

process to reflect their own mission and purpose. 

Accreditation is based on a number of assumptions. The primary assumption is 

that a group of peers can ensure quality through a periodic review. It also 

assumes that inputs and resources are a good proxy for quality, and that if an 

institution has the "right" resources then it will provide good education. 

Accreditation also assumes that one set of standards can be applied to widely 

differing programs and institutions. 

Historically, accreditation commissions have not encouraged the participation of 

institutions or other stakeholders in the development of the criteria by which a 

There are only six accreditation regions in the United States: Middle States, New England, 
North Central, Northwest, Southern, and Western. Generally, there is a regional accreditation 
commission for each region. However, two of the regions (Western and New England) have two 
separate organizations: one in charge of accreditation for two-year colleges and one for four-year 
colleges. As a result, sometimes there are references to eight regional commissions: MSA, NEASC 
(CIHE and CTCI), NCA, NWA, SACS, and WASC (Jr. and Sr.). 
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particular institution will be assessed. However, several of the regional 

accrediting agencies are working with a number of institutions on an 

experimental basis that could result in more-collaborative relationships. 

At the highest level, the accreditation process and the resulting stamp of 

approval benefit many stakeholders: 

• The stamp of approval from accrediting agencies enables student consumers 

to know that the institution or program meets a minimal set of criteria. 

• The process provides education providers evidence for determining whether 

to accept/recognize credit for courses taken outside their institution. 

• The federal government uses accreditation status to determine an 

institution's eligibility for federal student financial aid. It only awards 

federal financial aid to students enrolled at accredited institutions, or at 

institutions that are candidates for accreditation. 

• Most professional societies will license students only if they have completed 

their studies at an accredited institution (see Appendix E). 

Phase One 

Accrediting agencies do not serve a contained, identifiable group of customers. 

Therefore, these agencies do not engage in Phase One assessment. 

Phase Two 

To help illustrate how the agencies conduct Phase Two assessment, we have 

included summaries (Tables D.l through D.6 at the conclusion of this appendix) 

describing the goals and measures used by the eight regional accrediting 

agencies.2 While the range of topics addressed is fairly consistent across the 

agencies, the way the measures are written leaves open the possibility of some 

interpretation—they are written broadly enough that the review team members 

can use their best judgment to determine whether a particular institution is 

meeting the criteria. In addition, the agencies differ in how they structure the 

measures. Finally, each of the agencies also has a set of initial eligibility criteria 

that must be met to even become a candidate for accreditation (the eligibility 

criteria are not described here). 

■'Much of the language in the summaries is taken verbatim from the agency web sites and 
printed documents. 
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For an example of goals and measures from a nonregional accrediting agency, 

see Table D.7, which shows details from the Accrediting Commission of Career 

Schools and Colleges of Technology (ACCSCT).3 ACCSCT is one of the 

specialized/professional accrediting agencies, and as its name suggests, it 

accredits career and technical schools. 

The traditional accreditation process is typical of Model 2 assessment. 

Accrediting agencies are intermediaries that determine whether institutions or 

programs are meeting threshold quality criteria, which are developed by the 

accrediting agency (not the providers). However, as will be described more fully 

here and in Appendix D.l, several of the accrediting agencies are starting to 

incorporate features of Model 1 assessment. Some agencies are shifting away 

from the emphasis being on only accountability to also valuing institutional self- 

improvement efforts. 

Identify Goals for Education and Training 

The goals of the accreditation process currently do not necessarily reflect specific 

institutional mission or goals, but there is discussion and experimentation under 

way to better link the process with institutional needs. So, while historically 

accrediting agencies have determined the goals that drive the assessment 

process, some agencies are now working to make the goal-setting process more 

inclusive. Agency goals tend to address educational objectives, programs and 

curricula, degree programs, faculty, student services, student progress, 

admission policies and practices, student recruitment, and management. 

In this document, RAND has used the term "goal" in a specific way, and the 

language used by accrediting agencies is not consistent with RAND's usage. So, 

when accrediting agencies refer to standards or topic areas, they are generally 

referring to what RAND terms "goals"—these are the agency's expectations for 

what a school should be doing, and these are often abstract ideas. 

Topic areas addressed by the standards tend to be similar across the various 

accrediting agencies. Most of the standards have been in place for several 

decades and reflect commonly accepted ideas about what is important in higher 

education. A number of agencies are rethinking their measures. In doing so, 

they are soliciting input from a wide range of stakeholders as they go through 

%e are showing their standards because they are some of the most detailed ones we found in 
our informal search of the web. This is due, in part, to ACCSCT being a specialized accrediting 
agency. As such, it has a more narrow focus and can therefore have more narrowly defined criteria 
and measures. 
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the change process. As part of the North Central Association of Colleges and 

Schools Commission on Institutions of Higher Education (NCA) Mission Project, 

for example, the agency is asking for input from anyone who would like to 

contribute. As part of a more formal process they have set up "R-Groups"—R 

stands for Read, Reflect, and Respond. These external and internal groups 

consist of presidents, North Central Association Consultant-Evaluators, self- 

study coordinators, business, industry, government, members of the 

Commission's Academic Quality Improvement Project, as well as other current 

and recently retired NCA trustees and staff. The groups provide "commentary, 

analysis, and/or reaction" throughout the project. In addition, NCA is utilizing 

focus groups consisting of institutional chief officers, trustees, other NCA 

decisionmakers, and staff to provide feedback plus draft ideas for the NCA board 

(www.ncacihe.org/mission/index.html). 

According to the New England Association of Schools and Colleges, Inc., 

Standards for Accreditation (www.neasc.org/cihe/stancihe.htm), 

The Standards for Accreditation were developed through a lengthy 
participatory process which involved each member institution as well as 
the public. The Commission continually evaluates the effectiveness of its 
standards and its processes for applying them, and makes changes as 
conditions warrant. 

Develop Measures of Quality and Productivity 

As with the term goals, there is a disconnect between what RAND calls 

"measures" and how agencies refer to the same concept. RAND defines 

measures as the specific elements (i.e., policies, procedures, or other kinds of 

evidence) that are recorded or looked at to help determine whether goals are 

being met. Some agencies have their own terminology for these elements, such 

as "patterns of evidence" (MSA) or "criteria for review" (WASC). 

Measures used in accreditation span a broad range in terms of level of 

abstraction and content. Examples are provided in Tables D.l through D.7. 

Evaluate Quality and Productivity Using Measures 

The institutions are evaluated against a set of specific goals, but these goals are 

generally written so that they can be open to interpretation. The regional 

accrediting agencies rarely quantify the goals and measures and explicitly say 

that the measures should not be considered checklists that must be met point by 

point, but rather they are guidelines for institutions and review teams. Thus, the 
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accreditation process is subjective, and the review teams have discretion in 

interpreting how many and in what ways the goals and measures are met. 

Accreditation is a multistep process. The program or institution first conducts a 

self-study using guidelines from the accrediting agency. Following the self- 

study, the accrediting agency team will conduct a site visit to the institution 

during which the team meets with a range of institutional representatives. 

Afterwards, the review team prepares a report based on the visit, which is then 

vetted by the accrediting agency. Once the agency issues its formal report, the 

program/institution has an opportunity to respond. The accrediting agency then 

makes a final judgment as to whether an institution meets the standards for 

accreditation. 

During the site visit, institutions submit many different types of data to the 

accrediting agencies. Data range from the number of books in the library, to 

student/faculty ratios, to the number of Ph.D.s on the faculty. 

The overall process is very consistent across accrediting agencies with the basic 

steps of self-study, a site visit by the review team and the issuance of a report by 

the agency. However, as noted previously, a number of accrediting agencies are 

actively experimenting with new procedures. The North Central Association of 

Colleges and Schools (NCA) recently introduced a new process for accreditation. 

NCA institutions will now have the option of choosing the traditional method or 

the new Academic Quality Improvement Project (AQIP). AQIP will involve 

more frequent evaluations but will be based on an institution setting its own 

goals for the accreditation process. According to the agency the new process will 

replace "the current 'one-size-fits-all' approach with one that can be tailored to 

respond to an institution's distinctive needs and aspirations" (www.AQIP.org). 

Institutions will establish their goals and ways of measuring progress toward 

those goals every three to five years. And every seven years NCA will reaccredit 

institutions based on annual reporting from the schools. WASC is also 

modifying its evaluation process to make the process more streamlined and less 

burdensome (which will be described in more detail in Appendix D.l). 

The accrediting process can be extremely expensive, particularly for major 

universities that go through the process multiple times for various specializations 

or programs in addition to institutional/regional accreditation. However, 

accrediting tends to be on a ten-year cycle, so each entity (whether a program or 

institution) does not have to go through the process very often. 

At the conclusion of the review process, accreditation can be revoked or 

recommendations can be made about specific areas that need improvement. The 

overall final result is made public, but only the program and institution being 
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reviewed see the details. Over the years, accrediting agencies have been 

criticized for not being tough enough on low performers. 

Reformers hope that the "new" processes and resulting findings will lead to 

greater institutional self-improvement than took place under the old system. 

With the influence of the academic audit in particular, there may be more effort 

to publicly share findings throughout the process and not just publish the final 

outcome. 

Examples of Goals and Measures 

The following tables include examples of goal statements and measures from the 

eight regional accrediting agencies and from ACCSCT. This is just a random 

selection to illustrate the range in how the goal statements are phrased and in the 

types of measures suggested by the agencies. The agencies typically refer to goal 

statements as standards and use different terms for measures. Much of this text 

is taken verbatim from the agency documents describing their respective 

"standards" (goals) for accreditation. 

Middle States Association of Colleges and Schools 

The Middle States Association of Colleges and Schools stresses that these are 

qualitative, not quantitative descriptions, since each institution will implement 

the principles in a way that makes sense for their particular mission and goals. 

The manner in which the text is written makes it hard to separate the goals from 

the measures since both are described in fairly abstract terms. Their goals 

address 14 topic areas. 

New England Association of Schools and Colleges 

The New England Association of Schools and Colleges has two commissions: the 

Commission on Institutions of Higher Education and the Commission for 

Technical and Career Institutions. The seven goals for the higher education 

institutions are meant to represent key areas of institutional activity. The goals 

are considered to be qualitative criteria that can encompass a wide range of 

institutions—ones that differ in purpose, size, organization, scope of program, 

clientele served, support, and control. 
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Table D.l 

Examples of Goals and Measures Used by the Middle States Association of 
Colleges and Schools 

Topic Area/ 
Goal Statement 

Examples of Measures/Evidence/ 
Criteria for Review 

Integrity in the institution's 
conduct of all its activities 
through humane and 
equitable policies dealing 
with students, faculty, staff, 
and other constituencies. 

Clearly stated mission and 
goals appropriate to the 
institution's resources and 
the needs of its constituents. 

Clearly stated admissions and 
other student policies 
appropriate to the mission, 
goals, programs, and 
resources of the institution. 
Student services 
appropriate to the 
educational, personal, and 
career needs of the students. 

The requirements for degrees must be specified and 
maintained. Policies and procedures by which 
requirements are established and performance 
evaluated must be examined carefully if their 
effectiveness is to be assessed meaningfully. 

Well-defined goals and objectives include the following: 
clear, expressed in simple terms appropriate to higher 
education, and suitably broad in scope; identifiable 
with the particular institution; honest in describing the 
institution's plans and programs; stated in terms of 
results sought and the means by which they are 
attained. 

Support of students requires a well-organized program of 
student services, which may include but are not limited 
to admissions, financial aid, registration, orientation, 
advising, counseling, tutoring, discipline, health, 
housing, placement, student organizations and 
activities, and security. The admissions program must 
provide accurate, comprehensive, and realistic 
information about curricula, student development 
services, campus housing, tuition, fees, etc.  

Table D.2 

Examples of Goals and Measures Used by the New England Association of 
Schools and Colleges 

Topic Area/ 
Goal Statement 

Examples of Measures/Evidence/ 
Criteria for Review 

Each institution must have a 
mission and purposes 
appropriate to higher 
education, although they 
can vary across institutions. 

The institution does 
appropriate planning and 
evaluation—systematic, 
broad based, etc. 

The governance system 
supports its purposes, 
mission, teaching, learning, 
scholarship, etc. 

Mission and purposes should be realistic, concrete, etc. 
and communicated in a concise statement. They should 
be accepted and understood by stakeholders and 
reassessed over time with the results of the assessment 
being used to make changes. 

Many stakeholders should be involved in short- and long- 
term planning, and it should be a well-resourced 
process. Use data collected to support planning. Data 
support accomplishment of mission. 

Roles and responsibilities are described in the 
constitution, by-laws, etc. People understand these and 
they are regularly communicated. The governing 
board has ultimate responsibility. There is a Chief 
Executive Officer whose power and authority is 
delegated by the board. The CEO manages resources 
and is responsive to stakeholders.  
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North Central Association of Colleges and Schools 

The North Central Association of Colleges and Schools has five criteria for 

accreditation. Each criterion includes "patterns of evidence," which are typical 

areas of institutional activity or concern that can be used to demonstrate 

achievement of the criterion. NCA emphasizes that these are broad descriptions, 

not checklists. 

Table D.3 

Examples of Goals and Measures Used by the North Central Association of 
Colleges and Schools 

Topic Area/ Examples of Measures/Evidence/ 
Goal Statement  Criteria for Review 
The institution has clear and Short- and long-range goals; inclusive processes for 

publicly stated purposes evaluating purposes; appropriate decisionmaking 
consistent with its mission processes; constituents understand purposes and are 
and appropriate to an kept informed of goals; support for freedom of inquiry, 
institution of higher 
education. 

The institution has effectively Governance by a board that follows policy and has 
organized the human, integrity; well-defined and understood governance 
financial, and physical structure; adequate faculty credentials, 
resources necessary to 
accomplish its purposes. 

The institution is Educational programs appropriate to higher education 
accomplishing its (well defined, coherent, stimulating, use scholarship, 
educational and other intellectual interaction between faculty and students); 
purposes. assessment of student achievement (proficiency, 

coherent course, mastery for degree, faculty control of 
 assessment process).  

Northwest Association of Schools and Colleges 

The Northwest Association of Schools and Colleges (NWA) has nine goal 

"groups." The groups are typically divided into multiple subtopic areas and 

often also include references to supporting documentation that is either required 

or suggested. Several also include references to policies on specific subtopic 

areas. For example, under the major category Educational Program and Its 

Effectiveness, there are eight subtopic areas and six policy areas (such as Policy 

on General Education/Related Instruction Requirements). The NWA goals are 

more exhaustive than those of the other regional accrediting agencies, addressing 

many more topic areas than the others. 
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Table D.4 

Examples of Goals and Measures Used by the Northwest Association of Schools 
and Colleges 

Topic Area/ 
Goal Statement 

Examples of Measures/Evidence/ 
Criteria for Review 

The institution's mission and 
goals define the institution, 
including its educational 
activities, its student body, 
and its role within the 
higher education 
community. 

Mission and goals are derived from, or are widely 
understood by, the campus community, are adopted by 
the governing board, and are periodically reexamined. 
The mission, as adopted by the governing board, 
appears in appropriate institutional publications, 
including the catalog. 

The institution engages in 
ongoing planning to achieve 
its mission and goals. 

The institution clearly defines its evaluation and planning 
processes. It develops and implements procedures to 
evaluate the extent to which it achieves its institutional 
goals. 

Student programs and 
services support the 
achievement of the 
institution's mission and 
goals by contributing to the 
educational development of 
its students. 

The organization of student services is effective in 
providing adequate services consistent with the 
mission and goals of the institution. Student services 
and programs are staffed by qualified individuals 
whose academic preparation and/or experience are 
appropriate to their assignments. 

Southern Association of Colleges and Schools 

The Southern Association of Colleges and Schools goals are grouped into four 

broad categories and described in varying levels of detail. The documentation is 

written in the style of a legal document with each line numbered for easy 

reference. It also includes many "must" statements—institutions must do this 

and institutions must do that, which is not the case in any of the other agency 

documents. Each section has an introduction and various (sometimes many) 

subheadings. 
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Table D.5 

Examples of Goals and Measures Used by the Southern Association of 
Colleges and Schools 

Topic Area/ 
Goal Statement 

Examples of Measures/Evidence/ 
 Criteria for Review 

Planning and evaluation 
activities must be 
systematic, broad based, 
interrelated, and 
appropriate to the 
institution. 

Institutional research must be 
an integral part of the 
institution's planning and 
evaluation process. 

An institution must provide 
evidence that it has 
employed faculty members 
qualified to accomplish its 
purpose. 

Must develop guidelines and procedures to evaluate 
educational effectiveness. Must gather and analyze 
both quantitative and qualitative data that demonstrate 
student achievement. Measures may include the 
following: evaluation of instructional delivery; 
adequacy of facilities and equipment; standardized 
tests; analysis of theses, portfolios, and recitals; 
completion rates; results of admissions tests for 
students applying to graduate or professional school. 

The research should include the following activities: 
ongoing timely data collection, analysis, and 
dissemination; use of external studies and reports; 
design and implementation of internal studies related 
to students, personnel, facilities, equipment, programs, 
services, and fiscal resources; development of databases 
suitable for longitudinal studies and statistical analyses, 
etc. 

Institutions are encouraged to recruit and select faculty 
with the highest degrees earned from a broad 
representation of institutions. Recruitment and 
appointment procedures must be described in the 
faculty handbook or other published documents. 
Institutions must ensure that each faculty member 
employed is proficient in oral and written 
communication in the language in which assigned 
courses will be taught.         

Western Association of Schools and Colleges 

The Western Association of Schools and Colleges has two commissions: the 

Senior College Commission and the Accrediting Commission for Community 

and Junior Colleges. The examples below are taken from the Senior College 

Commission goals. There are four goal areas, each of which is fairly broad. 

WASC has recently revised its process and standards, and these standards reflect 

three priorities: reduced burden during the accreditation process, a change in 

emphasis away from compliance to collaboration, and greater focus on 

educational effectiveness and student learning. 
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Examples of Goals and Measures Used by the Western Association of 
Schools and Colleges 
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Topic Area/ 
Goal Statement 

Examples of Measures/Evidence/ 
Criteria for Review 

Through its purposes and 
educational objectives, the 
institution dedicates itself to 
higher learning, the search 
for truth, and the 
dissemination of 
knowledge. 

The institution achieves its 
institutional purposes and 
attains its educational 
objectives through teaching 
and learning, scholarship 
and creative activity, and 
support for student 
learning. 

The institution sustains its 
operations and supports the 
achievement of its 
educational objectives 
through its investment in 
human, physical, fiscal, and 
information resources and 
through an appropriate and 
effective set of organization 
and decisionmaking 
structures. 

The institution's formally approved statements of 
purpose and operational practices are appropriate for 
an institution of higher education and clearly define its 
essential values and character. Educational objectives 
are clearly recognized throughout the institution and 
are consistent with stated purposes. 

The institution's educational programs are appropriate in 
content, standards, and nomenclature for the degree 
level awarded, regardless of mode of delivery, and are 
staffed by sufficient numbers of faculty qualified for the 
kind and level of curriculum offered. 

The institution demonstrates that it employs a faculty 
with substantial and continuing commitment to the 
institution sufficient in number, professional 
qualifications, and diversity to achieve its educational 
objectives, to establish and oversee academic policies, 
and to ensure the integrity and continuity of its 
academic programs wherever and however delivered. 

Accrediting Commission of Career Schools and 
Colleges of Technology 

ACCSCT is the accrediting agency responsible for schools and colleges that offer 

technology-related programs. Many of its standards are similar to those of the 

regional accrediting agencies and focus on the qualifications of instructors, 

financial stability, condition of facilities, etc. However, given the emphasis of the 

agency, several of its standards relate to more employer-specific issues, such as 

job placement rates of students and employer satisfaction. 
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Table D.7 

Examples of Goals and Measures Used by the Accrediting Commission of Career 
Schools and Colleges of Technology 

Topic Area/ 
Goal Statement 

Examples of Measures/Evidence/ 
Criteria for Review 

Instructional Materials 
and Equipment 

Program Advisory 
Committee 

Instructional materials are sufficiently comprehensive and 
reflect current occupational knowledge and practice. And 
instructional equipment is similar to that found in common 
occupational practice and includes teaching devices and 
supplemental instructional aids appropriate to the subject. 

Each accredited school shall have a Program Advisory 
Committee for each program or each group of related 
programs. The majority of the membership, more than 50 
percent, of each Program Advisory Committee must be 
employers representing the major occupation or occupations 
for which training is provided. At least two regularly scheduled 
meetings must be conducted annually, one of which must be 
held at the school, and written minutes of each meeting must be 
maintained. 
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D.I. Western Association of Schools and 
Colleges 

Overview 

The Western Association of Schools and Colleges is one of the eight U.S. regional 

accreditation associations. It evaluates and accredits schools, colleges, and 

universities in California, Hawaii, American Samoa, Guam, the Commonwealth 

of the Northern Marianas, the Republic of the Marshall Islands, the Federated 

States of Micronesia, and the Republic of Palau. WASC currently serves 146 

accredited and candidate institutions throughout the region. This is a diverse 

group of institutions with even more diverse student bodies. WASC functions 

through a board of directors and three accrediting commissions: the Accrediting 

Commission for Senior Colleges and Universities, the Accrediting Commission 

for Community and Junior Colleges, and the Accrediting Commission for 

Schools. The WASC board of directors consists of nine members; each 

accrediting commission selects three members. This discussion will focus on the 

senior colleges and universities commission. 

In 1996, WASC initiated a redesign of its accreditation procedures. In 1998, 

WASC published An Invitation to Dialogue, which outlined six principles for a 

new process. It then embarked on a lengthy process of meetings and "concept 

development sessions" in which it solicited input from hundreds of stakeholders 

(including regional and national institutional representatives as well as experts 

on higher education). At the same time, it began a series of experimental site 

visits with a range of institutions. Through these experiences, WASC generated 

ideas for "new models of self-study and visits that focus on student learning and 

educational effectiveness." These new ideas were published in Invitation to 

Dialogue II in the spring of 1999. WASC ultimately published its revised 

standards in the Handbook of Accreditation, 2001.1 

WASC was motivated to change the process as a result of the changing nature of 

higher education. Given the increasingly diverse nature of students and 

institutions, a single definition of quality based on resources and reputation was 

no longer adequate. WASC decided that it needed multiple models of quality to 

^The WASC web site is continually updated to reflect progress on the "Invitation to Dialogue" 
process. 
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reflect the diversity of institutional models. In the past, higher education 

institutions developed masters of information, but now they focus on developing 

learning skills, and accreditation should reflect that change. 

The new forms of accreditation being experimented with do encourage 

collaboration between WASC and the institutions being reviewed, whereas the 

old methods did not. As noted, WASC is currently working closely with many 

institutions to design more-appropriate measures for those schools. In addition, 

a number of focus groups (with institutional representation) have been utilized 

to gather feedback on some of the proposals under consideration. 

The shift to a new review process means that WASC will have to train its review 

team members. This is a major issue that the agency still needs to work through. 

Also, while WASC is extremely enthusiastic about the new direction it is taking, 

it realizes that holding institutions accountable for high standards is harder than 

simply ensuring that institutions are meeting a minimum set of externally 

established standards. 

Phase One 

The institutions that make up the western region are not a system per se, so 

WASC does not engage in Phase One assessment. 

Phase Two 

WASC, like the other accrediting agencies, is an intermediary assessor that 

applies a set of goals and measures that it established, so it is an example of 

Model 2. However, as will be discussed further below, the association is working 

on giving institutions more control over the assessment process. This will 

include institutions identifying a subset of goals and measures that are relevant 

to their mission and purpose and changing the steps and timing of the review 

process to better suit institutional needs. As these changes are made, the 

assessment process could more closely resemble Model 1. Even with these 

changes, however, institutions will operate within parameters set by WASC. 

Identify Goals for Education and Training 

Some of the assumptions underlying the traditional processes are now open for 

consideration in the context of the redesign. For example, in the past one set of 

standards was applied to multiple types of institutions. Now, institutions are 

going to have more flexibility in selecting the standards that will be used to 
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evaluate them. In addition, in the past most of the measures were inputs, and 

today, WASC is moving away from the assumption that if an institution has the 

right resources then it will provide a quality education. Instead, WASC will, as 

the first phase, focus on whether the institutions are operating with integrity and 

have the resources to do what they have promised. The second phase will 

involve WASC determining whether the institution is operating at high 

standards. This will be done, in the words of Ralph Wolff, Executive Director of 

WASC, "through dialogue, collaboration, and stimulation."2 The focus has to be 

on learning, and while there are a number of ways to measure learning, it is 

difficult to come up with the right configuration of assessment techniques for 

each institution. It is important to avoid mechanical test-oriented processes for 

measurement, but rather develop a more robust way of measuring student 

learning. 

The committee working on redesigning the accreditation process had six goals, 

or "guiding principles" (WASC, 1998). These goals reflect a shift away from 

ensuring compliance with minimum standards toward helping institutions focus 

on improvement. 

1. Significant changes are needed to make the content and the process of 

accreditation more relevant both to institutions and to the public. 

2. The WASC process needs to be demonstrably value adding and cost 

effective. 

3. Greater emphasis is needed on evidence of educational effectiveness and 

student learning. 

4. The accreditation process needs to shift from an "in or out of compliance" 

stance on every issue to a recognition that many aspects of quality are best 

addressed on a continuum. 

5. More-efficient means are needed to enable institutions to establish that they 

meet basic resource and integrity standards. 

6. WASC needs to maintain a posture of experimentation in the years ahead, 

leading to the institutionalization of a more adaptive and responsive process 

of accreditation. 

In a presentation at the annual CHEA (Council for Higher Education 

Accreditation) Conference in January 2000, Ralph Wolff shared a one-page 

handout that summarized the changes this way (Wolff, 2000): 

^Personal communication with Ralph Wolff, May 17,2000. 
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• From regulatory to capacity building 

• From policeman to partner 

• From standards-based to context-based 

• From compliance to inquiry and engagement 

• From "we can evaluate it all" to development of our core 
competencies 

• From "we know how to do it" to creation of a learning community 
where we learn together 

• From monopoly to acting in a free market 

• From old to new model of accountability. 

In summary, in the past it was assumed that a standard set of measures could be 

applied to many different types of institutions. In the future, the assumption will 

be that institutional mission matters, so that evaluation criteria will reflect what 

each institution is trying to achieve. And the purpose of WASC will be to serve 

as a guide and stimulator of dialogue at the campus. Furthermore, WASC is 

trying to model the behavior that they would like to see adopted at the campus 

level. 

Current WASC documentation states that WASC accreditation is "framed 

around two 'core commitments'—Institutional Capacity and Educational 

Effectiveness" (WASC, 2001, p. 15). The goals (what WASC refers to as 

standards) are broken down into four categories: 

1. Defining institutional purposes and ensuring educational objectives 

(institutional purposes and integrity). 

2. Achieving educational objectives through core functions (teaching and 

learning, scholarship and creative activity, support for student learning). 

3. Developing and applying resources and organizational structures to ensure 

sustainability (faculty and staff; fiscal, physical, and information resources; 

organizational structures and decisionmaking processes). 

4. Creating an organization committed to learning and improvement (strategic 

thinking and planning, commitment to learning and improvement). 

Accompanying each goal is "criteria for review," guidelines, and a set of 

"questions for institutional engagement." The following are some examples of 

statements that support WASC's goals (see WASC, 2001, pp. 17,20,22, and 26): 

•    Institutional Purposes. Criteria for review: The institution's formally approved 

statements of purpose and operational practices are appropriate for an institution of 

higher education and clearly define its essential values and character. Guideline: 

The institution has a published mission statement that clearly describes its purposes. 
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The institution's purposes fall within recognized academic areas and/or disciplines, 

or are subject to peer review within the framework of generally recognized academic 

disciplines or areas of practice. 

• Teaching and Learning. Criteria for review: The institution's educational 

programs are appropriate in content, standards, and nomenclature for the degree 

level awarded, regardless of mode of delivery, and are staffed by sufficient numbers of 

faculty qualified for the kind and level of curriculum offered. Guideline: The 

content, length, and standards of the institution's academic programs conform to 

recognized disciplinary or professional standards and are subject to peer review. 

• Scholarship and Creative Activity. Criteria for review: (1) The institution 

actively values and promotes scholarship, curricular and instructional innovation, 

and creative activity, as well as their dissemination at levels and of the kinds 

appropriate to the institution's purposes and character. (2) The institution 

recognizes and promotes appropriate linkages among scholarship, teaching, student 

learning, and service. 

• Fiscal and Physical Resources. Criteria for review: Fiscal and physical 

resources are effectively aligned with institutional purposes and educational 

objectives, and are sufficiently developed to support and maintain the level and kind 

of educational programs offered both now and for the foreseeable future. Guideline: 

The institution has a history of financial stability, appropriate independent audits, 

and realistic plans to eliminate any accumulated deficits and to build sufficient 

reserves to support long-term viability. 

Develop Measures of Quality and Productivity 

The institutions will have more say in how the process works for their schools 

and in the specific criteria considered. WASC will, however, provide feedback 

and help guide the process. In the past, the link was stronger between measures 

and WASC's goals, rather than institutional goals. Since the institutions will 

have a role in identifying which of the WASC standards to apply, the proposed 

changes will strengthen the link between the institution's goals and the basis of 

how they are evaluated. 

The campuses submit data to the WASC review team. Larger institutions 

typically have institutional research offices with staff who work on accreditation. 

The cost of the process can be quite high, but it only happens every ten years. 

There is going to be more emphasis on ongoing data collection, rather than only 

collecting data every seven to ten years. 
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Specifics about data collection under the new process are still open for 

discussion, but the goal is for the data to better reflect institutional mission, and 

to be more useful to institutions above and beyond the accreditation process. 

The use of data portfolios is being experimented with, and thus far the portfolios 

appear to have longer-term value to the institutions than did traditional forms of 

data collection. The content of data portfolios is determined by the institution 

being reviewed. After identifying several core competencies, the institution then 

compiles data to reflect its progress on those specific competencies. For this 

reason, data portfolios consist of data more relevant to the institution than the 

traditional data collection. Also, the content of portfolios will vary across 

institutions since each one selects its own particular core competencies and data 

that serve as evidence. 

Evaluate Quality and Productivity Using Measures 

Accreditation is a multistep process. The program or institution conducts a self- 

study; the accrediting team conducts a site visit at the institution; the 

program/institution responds to the report issued by the review team (following 

the site visit). But as has been discussed, WASC is changing both the process and 

the content of the visit (see Table D.l.l for the proposed timeline). The first step 

will be for the school to submit a proposal, which should include its goals.3 

About two years later, the first review, of core capacity, will take place. At this 

stage, the institution will submit a data portfolio and brief analytical essays. 

WASC will ensure that the data are accurate and that the institution is at or 

above the threshold around the core capacity; WASC will also assess and assist 

with the institution's ability to thoughtfully reflect on its educational 

effectiveness. A year later, educational effectiveness will be assessed more 

formally, and the institution will identify themes as the focus of the assessment. 

Educational effectiveness includes outcomes and educational design. Institutions 

then have seven years "off." In year eight, the institution will submit a proposal 

for the next cycle. While the institution will have the seven-year interim period, 

it will still have three opportunities to get feedback from WASC. WASC can take 

action (such as sanctions) after the preparatory review and after the educational 

effectiveness review. 

°While it considered moving to a 12-year cycle, WASC appears to now be settled on keeping the 
ten-year process. 
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Table D.l.l 

Proposed Timeline 

Year Activity 
-2        Submit proposal 
0 Core capacity review (preparatory review) 
1 Educational effectiveness review 
8 Next proposal  

Accreditation can be revoked or recommendations can be made on specific areas 

that need improvement. Accreditation status affects an institution's ability to 

access federal funds and desirability to some potential consumers. The overall 

final result of the evaluation is made public, but only the program and institution 

being reviewed see the details. This aspect of WASC's role will continue— 

WASC will make suggestions to institutions about how to improve, and WASC 

can certainly revoke the accreditation of a poor performer, although most 

institutions are above the line. 
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E.    Professional Societies 

Overview 

Professional societies and the accreditation associations that oversee the 

education standards for specific professional groups act as intermediary agents 

between the customers and the providers of education and training. 

Playing a different type of intermediary role, the state boards of different 

professions are responsible for licensing of individuals. Professional associations 

may operate alone or work in partnership with others in establishing and 

managing education standards. Consequently, they play different roles in the 

process. 

One approach is for a professional association to partner or affiliate with a 

smaller entity that develops and maintains education standards. The association 

exerts its influence over the smaller entity, but the latter has control in 

decisionmaking. An example of this model would be the American Medical 

Association (AMA); in partnership with the Association of American Medical 

Colleges, AMA founded the Liaison Committee on Medical Education that still 

maintains standards and accredits all the medical schools in the United States 

including the Uniformed Services University of the Health Sciences (USUHS). 

Also, AMA is affiliated closely with the Accreditation Council for Graduate 

Medical Education, which accredits residency programs, and with the 

Accreditation Council on Continuing Medical Education, which certifies 

providers of continuing medical education in the field. 

Another approach is for several professional societies in the field (with different 

specializations) to combine energies to form an accreditation body to oversee the 

education standards for the field as a whole. An example of this system is the 

Accreditation Board of Engineering and Technology (ABET) and the 28 

professional associations in all the engineering disciplines that founded it. 

Representatives from these societies, who are practicing professionals from 

industry and academe, form the body of ABET through its board of directors and 

its accrediting commissions. Program criteria are developed by ABET, or at the 

request of the commissions, or by other societies or groups having appropriate 

expertise. 
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A third approach is for a single association to control education guidelines and 

licensing requirements. Typically, an internal department is created to develop 

and manage the guidelines and to accredit the programs that meet those 

standards. An example of this approach is the American Bar Association (ABA); 

it has created the Council of the Section of Legal Education and Admissions to 

the Bar to take on the responsibility of administering ABA's accreditation 

process. 

Phase One 

Professional societies cover a diverse landscape. Many of these organizations 

share the following common goals: 

• Advance the profession by establishing a code of ethics and conduct, or by 

disseminating information. 

• Increase public awareness through information dissemination. 

• Improve knowledge by organizing forums or conferences to discuss current 

issues in the field, or by publishing. 

• Encourage participation, especially of minority groups. 

• Offer awards of excellence. 

Some societies may also work with government on policy, maintain databases 

that include technical information or maintain lists of experts, and/or accredit 

programs. However, one must keep in mind the following two important 

distinctions. 

First, not all associations seek to certify or license professionals either through 

testing or continuing education. Second, some associations exert influence over a 

very small geographic region and can operate somewhat independently at the 

local level. 

Most large associations work closely with 

• state professional boards that license professionals and that may oversee 

continuing education 

• other national associations that partake in the development of educational 

guidelines 

• other state or local associations that comply with guidelines to provide 

education to professionals. 
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Phase Two 

Professional societies typically use some combination of Models 4 and 2 for 

Phase Two assessment in a manner that is fully described in other appendices. 

The Model 4 approach is evident in professions that require individuals to pass 

an examination to become an official member of the profession. When requiring 

such examinations, professional societies act as certifiers of student competencies 

and engage in the Phase Two activities described in Appendix J. Such 

examinations can be created and administered by a state agency—as is often the 

case for teaching, nursing, and medical certification examinations—or by a 

branch of the professional association, such as the state bar associations.   Even 

when the professional societies do not create and administer the examinations, 

they are often involved in the certification process. For example, they might 

create the criteria for eligibility to take a licensing examination. 

Instead of or in addition to requiring members of a profession to have passed an 

examination, professional societies often require members to have graduated 

from a school or program accredited by the professional society. Thus, some 

professional societies function as an accrediting agency and engage in the Phase 

Two efforts described in Appendix D. 



133 

F.l. U.S. Department of Transportation 

Overview 

The U.S. Department of Transportation (DOT) education and professional 

development policy is coordinated through the Learning and Development 

(L&D) Program in the Office of Human Resource Management. The office 

provides policy guidance and recommendations to the operating administrations 

(OAs) through a collaborative effort with the OA representatives who serve on 

an L&D council. Members of the human resources department from each OA 

represent their respective agencies on the council and provide input and 

feedback on education and development policies for the department as a whole. 

Each OA in DOT is responsible for 

assessing, planning, budgeting, and providing for the learning and 
development needs of the employees within their organizational units and 
for delegating responsibilities to the headquarters and /or regional 
managers as appropriate (DOT, 1997a). 

Implementation of education and professional development activities takes place 

at the OA level, and the L&D Program has no direct control or authority over 

what is carried out. OA training offices do not report to the L&D Program, nor 

does the L&D Program have any control over training budgets. The senior-level 

officials in the OA are charged with seeing that their training offices carry out the 

administration of education and development policies. Training offices provide 

resources and guidance to managers/supervisors and employees for their 

training needs, and they are responsible for developing and administering 

assessment of training. Managers, supervisors, and employees are responsible 

for identifying individual-level training needs and taking advantage of the 

appropriate training and development resources. They are also responsible for 

assessment of training courses.1 

The majority of DOT programs and courses are provided by outside vendors, 

with the exception of a few centers, academies, and institutes run by individual 

operating administrations, specifically by the Federal Aviation Administration 

Ht is unclear how the responsibility for assessment of training programs is divided between the 
training offices and managers/ supervisors. The framework document assigns the responsibility to 
the training offices, but the "evaluation guide" appended to the framework says that the guide is 
intended for managers/supervisors' assessment efforts. 
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(FAA), Coast Guard (USCG), and the Federal Highway Administration (FHWA) 

(see Figure F.l.l). 
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Figure F.l.l—DOT Learning and Professional Development System 

Phase One 

Despite its limited authority, the L&D Program is responsible for Phase One 

activities, which include guiding the education and professional development 

activities at the system level and "ensuring that these activities are results- 

oriented, comprehensive, integrated, cost-effective, recorded appropriately, and 

responsive to the needs of employees and departmental management" for the 

department as a whole (DOT, 1997a). The L&D Program has developed a policy 

guide called the "Learning and Development Framework," which is designed to 

be used by managers and supervisors in implementing the department's 

education and development policies and programs. The framework provides 

recommendations for assessment of L&D activities as well, although the 

assessment is carried out at the OA level. 



135 

The goal of the L&D Program is to "enhance the operation of the Department in 

accomplishing its mission by investing in the development and utilization of its 

human resources" (DOT, 1997a). The L&D Program goal is linked to DOT's 

overall management strategy, ONE DOT, which is designed to develop an 

integrated and unified department, where intermodal collaboration and 

partnership between the operating administrations will provide the highest- 

quality transportation system for the country. Building on the ONE DOT 

concept, the department has identified 60 flagship goals based on the department 

strategic goals, which unify the operating administrations in vision for ONE DOT 

success over the next two years. Included in these flagship goals are workforce 

planning and employee development, which are both high-priority initiatives 

across the department. The workforce planning flagship goal is to "identify 

workforce needs through 2003, emphasize continuous learning, and expand 

workforce planning to key occupations" (DOT, www.dot.gov/onedot/ 

flagcms.htm, 1999). The employee development flagship is to 

ensure a continuous learning environment required of all high-performing 
organizations by implementing policies, providing resources and 
opportunities, which enable all DOT employees to build the job 
competencies, computer technology capabilities, work management skills, 
flexibility and organizational knowledge required to achieve the 
Department's strategic goals (DOT, 1997b, p. 62). 

The L&D Program is charged with coordinating learning and professional 

development activities toward these goals. 

A problem identified by the L&D Program is that the department does not learn 

as "ONE DOT." There are areas where OAs overlap in their mission 

("intermodalism") and where it would be possible to get together and learn from 

and with each other. Another challenge is that DOT currently provides very little 

education outside the technical training realm (e.g., air traffic control, safety 

inspection versus managerial learning). 

The OAs can conduct their own Phase One assessment on issues specific to their 

business areas. FHWA has been working on developing an Intelligent 

Transportation Systems (ITS) Professional Capacity Building Program over the 

past few years. This effort is motivated by a belief that the transportation 

industry is changing dramatically because of technological advances, and that as 

a result, the workforce needs of FHWA have changed. The FHWA effort reflects 

an instance where the customer of education and professional development is 

taking the lead in professional development efforts (including assessment) with 

substantial input from an intermediary, in this case the L&D unit. We should 

stress that the ITS Professional Capacity Building Program is a broad effort, with 
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the ultimate goal of improving the quality of the workforce. It integrates the 

workforce planning function, the education delivery function, and the education 

assessment function. However, the effort is in the initial stages and has not yet 

addressed the issue of assessment in any detail. 

Phase Two 

DOT's L&D Program uses a modified version of Model 1, where the 

intermediary does not actually review the process that education and 

professional development providers are using for assessment, but rather 

provides guidance and recommendations for assessment. The L&D framework 

encourages the OAs to assess the extent to which courses are meeting their stated 

objectives to determine success or failure of the course. The assessment process 

allows the OAs to determine whether their education and professional 

development activities are meeting their L&D goals and objectives. According to 

the framework's evaluation guide, 

there are two main reasons to evaluate learning and development 
activities: to gain information on how to improve the activity and to decide 
whether to continue, expand or eliminate the activity (DOT, 1997a). 

Identify Goals for Education and Training 

OAs are responsible for developing their L&D goals and objectives. The L&D 

Program collaborates with the OAs through the L&D Council to develop 

assessment policy and practice guidance, but the OAs are ultimately only 

responsible to themselves for L&D activities and assessment. 

Develop Measures of Quality and Productivity 

DOT spends less than 2 percent of payroll costs on fees for learning and 

development activities. The L&D Program is attempting to sell the program as 

an investment and emphasizes that there are consequences for not investing. The 

goal is to have every OA investing at least 2 percent of payroll on these activities 

(a ten-year-old standard). The 2 percent standard was set as an early target with 

a view to stretching it later on—it is low for private industry but will be 

perceived as high by DOT, so L&D expects resistance to increasing it. The 

percentage of payroll spent on learning and development activities was chosen 

because ASTD recommends it as a benchmarking measure. 
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The Learning and Development Framework recommends the use of certain 

assessment criteria, but it is up to the OAs to determine what assessment 

measures they will employ. OAs are only required to keep records of individual 

training records, payments made, special programs attended, etc. Currently 

there is no central system for reporting or tracking learning and development 

activities, although the L&D Program is trying to develop a "human resources 

information system," which would include this information linked with other 

relevant data. Every few years, the idea of developing a broad human resources 

information system surfaces, but it has not yet been built. 

The framework recommends that in their records, OAs also consider the 

questions developed by the American Society for Training and Development 

Benchmarking Forum, which would serve as input and output measures for the 

OA learning and development goals. These questions are presented in Table 

F.l.l. 

Table F.l.l 

Performance Measures Proposed by L&D Program 

Area Candidate Measures  
Financial How much did the agency spend on training? (Average 

amount/employee; internal vs. external training costs; 
sources of funding.) 

Staffing Who provides the training? (How agency decides to develop 
or buy training.) 

Organizational structure     How is training structured and operated? (Types of programs 
offered; centralized or decentralized.) 

Delivery systems How is formal training delivered? 

Measurement and What difference does the training make? (Indicate at what of 
evaluation the four Kirkpatrick levels courses are being evaluated.) 

Demographics Who gets the training? (By occupational category and subject 
matter; who gets internal vs. external training.) 

Customer requirements       How does training organization know if customers are 
and satisfaction                    satisfied? (Use of student evaluations, feedback from 
 program sponsors or managers, etc.)  

At the student level, the L&D Program recommends that OAs use the Kirkpatrick 

model of assessment and provides guidance on selecting the appropriate level. If 

adopted, the Kirkpatrick model of assessment measures input, output, and 

outcome and is based on participant ratings at all four levels. In addition, at 

levels 3 and 4, ratings by supervisors and observations of employee behavior are 

also included. The unit of analysis is the course being taken. 
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In a study on DOT training conducted by Arthur Andersen, recommended 

targets were set for the percentage of DOT L&D courses that should be evaluated 

at each level. Arthur Andersen advised that 100 percent of courses should be 

evaluated at level 1,50 percent at level 2,30 percent at level 3, and 10 percent 

should be evaluated at level 4. 

The L&D Program hopes to convince DOT to view training and education as an 

investment. Although it is unclear how the value of investment can be 

evaluated, the Kirkpatrick model is useful in addressing this. They are 

concentrating on measuring return on expectation rather than return on 

investment. 

Evaluate Quality and Productivity Using Measures 

The L&D Program encourages the OAs to use measures that are based on 

information collected by the American Society for Training and Development 

Benchmarking Forum so that they can use external benchmarking as a method of 

evaluation. The L&D Program sees a clear need for partnership between OA 

management and the L&D Program in designing and assessing training. The 

L&D Program emphasizes that the closer you get to assessment of organizational 

impact, the more the managers get involved (individual employee opinion or 

reaction to the courses is the most common form of assessment). 
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F.2. U.S. Air Force Training and Education 

Overview 

Training and Education in the Air Force is divided between (1) individual 

education and training programs, which include initial skill training, officer 

training, advanced and supplemental training; and (2) unit training programs. 

The Air Education and Training Command (AETC) oversees individual 

education and training programs and reports directly to the U.S. Air Force Chief 

of Staff. By contrast, unit training is overseen by the Director of Air and Space 

Operations and is conducted by the major commands. This summary will 

address the assessment of individual programs only. 

Phase One 

In developing training programs, the AETC relies mainly on the Instructional 

System Development (ISD) process. 

The goal of ISD is to increase effectiveness and cost-efficiency of education 
by developing instruction on job performance requirements, eliminating 
irrelevant skills and knowledge instruction from courses and ensuring that 
the graduates acquire the necessary skills and knowledge to do the job.1 

As a result, ISD is a total quality process2 that provides a system approach to 

training programs. A cyclical process in nature, ISD helps in identifying 

knowledge needs of the student, in developing curriculum based on those needs, 

in defining the skills learned upon completion of training, in determining 

whether the skills learned match the needs, and in using assessment to improve 

curriculum and instruction. The process uses the following approach: 

• Analyze and determine what instruction is needed. 

• Identify requirements or what the student needs to know. 

• Define objectives or what the student should know. 

• Test or develop measures that meet the objectives. 

• Design instruction to meet the need. 

Air Force Instruction 36-2201 (1998). Training Evaluation. Department of the Air Force. 
2AF Handbook 36-2235 (1993). Information for Designers of Instructional Systems. Department of 

the Air Force. 
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• Develop instructional materials to support system requirements. 

• Implement the instructional system. 

• Evaluate: Evaluation takes place in each of the phases. Quality is evaluated 

constantly so that each phase is measured against the job requirements. 

An important implication of the ISD model is that there is a strong link between 

military requirements, training, and job performance. The Air Force uses the 

Career Field Education and Training Plan as a tool to identify job requirements 

for every field and develop training for career progression. Capability and 

requirements analyses for career fields are also conducted and reviewed 

periodically to ensure Air Force readiness. 

To make the ISD model successful, all stakeholders are involved in the 

assessment process, and commanders at different levels identify training 

requirements and priorities. AETC is the primary agency responsible for training 

development and Phase Two assessment. The major commands identify mission 

demands and training/personnel needs. The Air Force Deputy Chiefs of Staff 

oversee the management and policies for training. All of these entities, along 

with the training managers, supervisors, and students, provide input into the 

quality assessment process. 

The first part of the process described above is viewed as a key element in 

ensuring quality and productivity of the training activities and is conducted by 

the Air Force Occupational Measurement Squadron (AFOMS). The office was 

founded in 1970. During the 1970s the Air Force was going through a large 

downsizing, and AFOMS conducted occupational analyses to identify functions 

that were no longer being done, and thus no longer needed to be trained. 

Each AFOMS analysis focuses on one occupational specialty, defined by an Air 

Force Specialty Code (AFSC). Every military and civilian job in the Air Force is 

associated with a functional AFSC, which is in turn part of a career field. Each 

career field has a high level manager—a person in charge of the enlisted, officer, 

and civilian workforce in that functional area. Among other things, that 

individual is responsible for the training and education of individuals in that 

career field. The career field manager is in the Pentagon (functional 

headquarters) or in a specific command (when the specialty is confined to one 

major command). 

The Air Force's goal is to be well prepared for all missions. The ISD model, the 

framing goals, and all instructions serve that purpose. Several stakeholders are 
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involved in the goal determination process including the Air Force Deputy Chief 

of Staff for Personnel, major commands, career field managers, and AETC.3 

The Air Force education and training program should provide 

• the best trained individuals, units, and forces possible for DoD 

• increased readiness and military effectiveness through quality programs 

• job-oriented training in the skills and knowledge required to perform 

effectively 

• life-cycle education and training programs using the continuous learning 

concept 

• rigorous evaluation, feedback, and improvement to ensure training and 

education programs to prepare the forces to meet the challenges of the 

future.4 

In addition, the Air Force is interested in ensuring that the training establishment 

provides the training efficiently. The activities of AFOMS provide the 

information necessary for Air Force managers to determine whether the 

appropriate tiaining needs are being addressed. However, AFOMS does not 

address individual job performance or the quality of the training provided. 

AFOMS collects data about the work done in every specialty in every career 

field.5 It typically analyzes each specialty on a three-year cycle. AFOMS 

prepares an inventory of the tasks associated with every occupational specialty 

(except for musicians, whom the Air Force does not train).6 The office then 

builds a questionnaire about each specialty and surveys each person assigned to 

that specialty to find out what he or she does on a day-to-day basis. If there are 

3,000 people or fewer in the specialty, AFOMS surveys everyone. If there are 

3,000 or more, a stratified random sample is surveyed. It conducts differential 

analysis and looks at the breadth of skills across levels and ranks. Surveys are 

•^Technical training takes place at four Air Force bases, although the Air Force also uses Army 
and Navy training sites. The training centers are under AETC, but the wing commander of the base 
at which the center is located runs the center. The functional community controls the content of staff 
training. 

4 Air Force Instruction 36-2201 (1997). Developing, Managing and Conducting Training. 
Department of the Air Force. 

5The AFOMS surveys regularly look at the functions performed by enlisted personnel, but 
sometimes also include officers and civilian personnel. The career field manager determines whether 
officers and civilians will be included. At this time, about 20 percent of civilian workers are included 
in the surveying. 

6 AFOMS identifies tasks by meeting with people at the schools and with operational people in 
the field. 
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distributed to 130 locations around the globe, and AFOMS generally gets about a 
70 percent response rate.7 

Once AFOMS gets the completed surveys, it uploads the data into the 

Comprehensive Occupational Data Analysis Program, a software system for 

occupational analysis that allows for clustering, sorting, and comparisons. 

It takes AFOMS about one year to complete a project on a specialty. It takes two 

months to build the inventory. Creating and fielding the inventory takes one 

week to three months (depending on the format). Data collection takes one week 

to four months. Uploading the data takes one week. Then it takes about four 

months to do analysis, write reports, and prepare briefings. 

AFOMS staff total 150. About 50 are devoted to promotion test development. 

The staff for occupational analysis consist of 76 people. Ten people develop 

inventories, twenty people do analysis, and five interface with the occupational 

analysis software, which is pre-Windows. Their budget includes approximately 

$200,000 for travel, and $100,000 for printing. The total annual expenditures are 

likely between $1 and $2 million. The staff spend about $650,000 to bring the 

subject matter experts (SMEs) together to write the promotional tests. 

The staff have a standard set of analyses for all specialties. The analysis enables 

AFOMS staff to identify different jobs that make up a specialty and different 

tasks that make up a job. They also can identify who does those jobs and at what 

point in their careers. They look at task responses by skill level, compare 

domestic and abroad, and compare guard, reserve, and active airmen. A task 

breakdown of each occupation identifies the skills, knowledge, resources, and 

equipment needed to perform an occupation effectively. 

Concurrent with the AFOMS survey and analysis, personnel are assessed on 

their current knowledge level in a given occupation to determine knowledge 

gaps between past and revised occupational standards. These analyses may 

culminate in the elimination and/or creation of new tasks within an occupation 

or new occupations altogether. In addition, education curriculum is being 

evaluated continuously during the design, development, and implementation 

stages at the provider institutions. 

AFOMS activities play an important role in this process. The final report from 

AFOMS is delivered to the training establishments. Following the report, there is 

a utilization and training workshop that involves all the stakeholders: the career 

field manager, the training community, policy-level people (who are responsible 

7 
The survey is mailed in hard copy or on disc, e-mailed, or made available on a web site. 
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for deciding the future direction of the field), the operational community, and 

occupational analysts. These workshop participants will rewrite classification 

documents and determine training for the future. The AFOMS report ensures 

that all the parties start from the same point with the same information. 

AFOMS reports are the departure point for decisionmaking on such key issues 

as: 

• When and where tasks should be trained. 

• Creating career plans for individuals. 

• Rating of tasks to be included in training programs. Training emphasis for 

tasks is based on input from senior SMEs as to what tasks should be 

emphasized in entry-level training. 

• Skills that are being trained but not used in the Air Force. 

• Skills that are being performed but not trained. 

Promotion tests are also based on the occupational analysis conducted by 

AFOMS, thus providing enlisted personnel with a strong incentive to learn the 

relevant skills. The tests are based on what tasks are done in the field and are 

written by operator SMEs who use AFOMS-provided data to write the tests. 

AFOMS is an objective, stand-alone organization with no vested interest in the 

application of results or findings of the job analyses. The findings are a valid and 

reliable representation of the work that Air Force personnel perform, but AFOMS 

acknowledges there may be reasons other than performance to include or not 

include some tasks in the training program. AFOMS is not part of this 

decisionmaking process, which gives the office credibility with other 

stakeholders. 

In summary, the Air Force views training and education of military personnel as 

an activity that promotes the overall mission of the Air Force, and systematically 

considers whether the training that is provided addresses the primary Air Force 

skill needs. AFOMS activities provide the data and venue for consideration of 

such issues. 

Phase Two 

It is the responsibility of the training centers (providers) to design and implement 

training content and actually evaluate the training activities. This level of 

assessment is done with input from the functional community. Phase Two 

assessment thus follows Model 3, in which providers assess their own 

performance with little input from or oversight by an intermediary. We did not 
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examine the Phase Two activities of individual training providers in the Air 
Force as part of this research, but in-depth examples of Model 3 approaches are 
provided in Appendices K.1-K.4. 
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F.3. U.S. Navy Individual and Mission 
Training 

Overview 

In the Navy, the Chief of Naval Operations (CNO) oversees both individual 

training and mission training. Different types of individual training are offered, 

including accessions training, individual skills training, and professional 

development. All new recruits and officers begin their educational career with 

accessions training, during which time they are indoctrinated into the Navy and 

taught basic skills. Individual skills training includes either flight training or 

skill training. More than 100 bases offer close to 3,000 courses in skill training. 

Along with skill development, some recruits receive unit training, which consists 

of live training or simulation/war gaming. Depending on Navy and unit needs, 

as well as individual interest, Navy personnel may receive additional 

professional development, which typically lasts one to two years. Professional 

development includes professional military education, voluntary education, 

leadership training, internships or fellowships in acquisition or financial 

management, and graduate education. Navy personnel are required to 

constantly update or upgrade their skills in order to be promoted in the Navy. 

The Navy distinguishes between education and training. One way to 

differentiate the two is to consider education as the broad-based skills required 

and acquired over the long term, and training as the particular skills required for 

seamen/officers to do their job. 

Several entities are involved in both education and training of Navy personnel 

and in assessment. They include the Chief of Naval Education and Training 

(CNET), the Training and Education Assessment Division (N81) under the 

Deputy Chief of Naval Operations (Resources, Warfare Requirements and 

Assessments—N8), and naval academic institutions, which include the Naval 

Postgraduate School, the Naval War College, the United States Naval Academy, 

and the Joint Forces Staff College. 

N81 is responsible for broad-based assessments on quality and cost across all 

areas within the Navy including training. N81 conducts high-level, independent 

analyses that are more capability-oriented. 
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CNO delegates most of training oversight to the Chief of Naval Education and 

Training, which is one of the largest shore commands in the Navy. 

The Chief of Naval Education and Training is responsible to the Chief of 
Naval Operations (CNO) for the education and training of Navy and 
Marine Corps personnel, both officer and enlisted. CNET oversees a 
network of training and education programs throughout the United States 
and on ships at sea.1 

Specifically, CNET is responsible for recruit training, specialized skills training, 

officer accessions training, warfare skills training, and individual and team 

training. The assessment department within CNET conducts most of the 

program evaluation, while the Schoolhouse Operations department oversees the 

implementation of training at the different training sites. 

The bulk of training assessment is done by CNET. However, the education 

assessment is much more fragmented, with all entities playing some role in the 

process. The purpose of the assessments is both improvement and 

accountability. 

The academic institutions operate independently from CNET. In fact, most of 

them have or seek accreditation from national accreditation boards and follow 

the same assessment guidelines as civilian academic institutions. For instance, 

the Naval Postgraduate School has received both institutional accreditation from 

the Western Association of Schools and Colleges2 and curricular accreditation 

from the National Association of Schools and Public Affairs and Administration 

for its Master of Science in Management degree, and from the Accreditation 

Board for Engineering and Technology for its degree programs in the 

engineering department. 

CNET acts as an intermediary between the different resource sponsors that fund 

training and the providers (i.e., schoolhouses) that provide training and report 

directly to CNET. These schoolhouses offer different types of training at very 

different levels. CNET's collaboration, however, is mainly with resource 

sponsors who allocate funds for training. 

Phase One 

Multiple stakeholders are involved in the process of identifying Navy-wide 

education and training needs including system commands, resource sponsors, 

CNET mission: www.cnet.navy.mil/mission.html. 
•'For more information on WASC, refer to Appendix D.l of this report. 
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and several departments from N8, including N81 and N82 (Fiscal Management 

Division). 

The driving principles behind phase one efforts are to: 

• Provide more training to more sailors at lower cost, and to make sure that 

each sailor succeeds. This is the philosophy of the time-to-train model. 

• Provide sailors the skills that they need to do the job. 

Cost reduction drives the assessment process, but these reductions should not 

compromise education quality. Currently, CNET expects to reduce system costs 

by 8 percent without lowering education standards. Costs are reduced through 

elimination and simulation of programs. Currently, $450 million is being spent 

on reengineering training systems. Reducing manpower and streamlining the 

process have the potential to save the government $1.2 billion in the future. The 

Navy also considers whether the funds are being spent in the right places. 

Furthermore, the Navy is looking to outsourcing as a way of reducing education 

and training costs, partnering with civilian-sector institutions whenever there is a 

skill match. The Navy holds civilian-partner institutions to the highest 

standards; it requires these institutions to meet accrediting standards, and 

experts in the field must consider the education as one of the best in the country. 

Some of the training outsourced includes haircutting and cooking. 

Stakeholders have access to the Baseline Assessment Memorandum (BAM), a 

publication used by CNET to disseminate information and study results. The 

publication is not disseminated widely and is not for public consumption. A 

handful of web sites—they include the fleet with publications on homeport 

training and the schoolhouses with publications on time to train—disseminate 

some information. These sites are also password protected. Efforts are under 

way to provide most of the information published in BAM electronically. 

Phase Two 

In this appendix, we consider the assessment activities of CNET, which uses the 

Model 2 approach. However, we point out that individual providers often 

conduct their own assessment, and thus Model 3 is also used in the Navy, 

although those activities are not considered here. 
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Identify Goals for Education and Training 

CNET's assessment process is driven by education and training goals that are in 

line with the overall strategic plan of the Navy (Forward from the Sea) and of the 

Joint Chiefs of Staff (Vision 2010). To track progress toward goals, the Navy 

develops capability-based assessment to answer the question: What is the 

capability that the Navy is trying to achieve? 

Develop Measures of Quality and Productivity 

Typically, the Navy follows the education and training standards used in many 

academic institutions or in industry. For example, CNET tries to use indicators 

that measure learning. The measures must translate well into what the Navy is 

doing currently. Within industry, CNET looks at what different companies are 

doing. For instance, CNET looks at Cisco Academy because the company's 

target audience matches the Navy's. Specifically, CNET is interested in how 

Cisco evaluates employee knowledge of information technology skills after 
training. 

CNET also follows current literature on the subject. In addition, the Navy 

follows closely current discussions on evaluation and technology. CNET sees 

evaluation via technology as an additional source for cutting the costs of 

evaluation and delivery. 

CNET's measures are designed to measure progress while holding quality 

constant. The "time-to-train" concept adopted by the Navy focuses on how long 

it takes the Navy to train a single sailor for a job and on whether there are ways 

to improve total time needed to train. Several measures are considered: 

• Reduction in the individual's account: The money in man-years set aside 

for training. If the Navy increased the number of sailors trained within one 

man-year, it could reduce costs by approximately 8 percent per year. 

• Reduction in permanent change in station costs: Travel funds associated 

with tiaining. Sailors often need to travel to other locations to receive 

training. In reducing travel and increasing homeport tiaining, the Navy 

reduces the disruption in a sailor's life as measured by time away from 

home. 

• Reduction of attrition and setbacks: Attrition measures the failure rate of 

sailors while setbacks measure average time required to get through the 

training. CNET looks at the reasons why setbacks in training occur. 
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• Reduction in infrastructure costs: CNET estimates that $5 million in 

homeport training results in $18 million worth of savings. 

Measures are not selected necessarily on available data. CNET always tries to 

find new approaches in evaluation. The organization keeps abreast of the latest 

discussions and assessment processes used by academia and industry. 

A CNET official explained that data and measures are obtained from all relevant 

sources. Some data are generated by schoolhouses, which measure quality of 

classroom instruction through student surveys and instructor feedback. CNET 

also pulls performance data on students who attended academic institutions. 

In addition, CNET has two databases from which it draws most of its data. One 

database called NITRAS (Navy Integrated Training Resource Assessment 

System) tracks each sailor by Social Security number. The database profiles each 

sailor's education path. Tracking begins with the first day of training. Some of 

the information collected includes 

• registration for specific courses 

• specific courses completed 

• courses still required to complete a particular training sequence 

• systemic reasons for delay in training (e.g., inefficient system) 

• individual reasons for interrupted training (e.g., injury, leave of absence). 

A second database called SSTAS (Standard Schoolhouse Training Analysis 

System) was developed before computer-based instruction systems became 

available. The system tracks each student's performance on coursework from 

test scores to problem solving. The database even has information on what path 

a student took to solve a particular problem. 

The cost of developing NITRAS was approximately $300,000, although CNET 

currently does not have any development costs. Total costs for assembling data 

are about $2.3 million per year—this includes direct labor costs of about $950,000 

(i.e., staff, contracts). 

Evaluate Quality and Productivity Using Measures 

Evaluation of quality and productivity is based on the goals articulated for 

education and professional development. N81 conducts both quality and cost 

assessments, but admits having limited success evaluating quality, in part 

because tracking what happens in the fleet has proven to be quite difficult. Due 
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in part to this limitation, N81 tasks other organizations to conduct quality and 

cost analyses of Navy divisions. For instance, 

N81 tasked the Center for Naval Analyses (CNA) to take a bottom-up look 
at each of the Navy's flagship schools. The main goals of the assessment 
were to evaluate the current quality and condition of the schools and to 
help determine the level of funding needed in the future to maintain Navy 
schools as top-tier institutions (Cavalluzzo and Cymrot, 1998, p. 1). 

In the study, CNA examined the quality characteristics used by academic 

institutions and measured Navy schools against those characteristics. CNA 

compared cost data with peer academic institutions and analyzed whether these 

costs could be reduced without affecting quality. Within the quality framework, 

CNA reviewed outcome measures used by accrediting agencies, the Gourman 

report,3 and the U.S. News and World Report. Quality indicators used by the 

National Research Council to review doctoral programs were also considered; 

indicators included institutional and departmental support, faculty involvement, 

student diversity, and program leadership. CNA summarized findings from 

these sources wherever available. 

JThe Gourman Report is an annual publication that ranks undergraduate and graduate 
programs in the United States and abroad. It considers such indicators as admission requirements, 
student qualities, faculty, school facilities, and resources. 
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G.   Corporate Professional Development 
and Training 

Overview 

Our literature review on this topic includes material drawn from best-practice 

human resource departments and corporate learning organizations as well as 

corporate universities.1 Throughout this appendix, we use the term "corporate 

learning organization" to reflect a high-level commitment to employee learning 

and a systems-based approach to providing for it, including a corporate 

university. Corporate learning organizations can be, but are not necessarily, 

associated with specific physical facilities. 

The corporate learning organization represents an intermediary-aided approach 

to professional development and education, although many corporate learning 

organizations have some sort of provider role. Corporate learning organizations 

typically engage in Phase One system-level assessment activities; however, the 

structure of Phase Two functions often varies depending on the organization. 

Examples of each of Models 1,2, and 3 can be found throughout different 

corporate settings. In corporate America, there is a growing interest in the role of 

the learning organization as an information gatherer and processor, knowledge 

broker and information clearinghouse, in addition to the role of developer and 

provider of content. The trend appears to be toward increased emphasis on the 

intermediary role and less emphasis on the provider role. 

The intermediary organization, whether it is officially a corporate university or 

an in-house human resources unit, is increasingly likely to be headed by an 

In reviewing current literature on corporate professional development and education, our 
intent was twofold: to explore how corporate education and professional development may inform 
the development of a conceptual framework for thinking about DoD civilian education and 
professional development; and to identify lessons learned in that context that might be usefully 
transferred to the DoD civilian context. 

For these purposes, we conducted a thorough search of online bibliographic reference materials 
related to corporate universities, professional education and training, and related evaluation 
practices. Relevant sources were retrieved from the Management Contents, ABI/Inform, Psyclnfo, 
ERIC, and Business Periodicals Index databases. In our review, we gave highest priority to academic 
and professional society publications because of their attention to study methods and generalizability 
of results. 

In addition, members of the project team attended the Corporate Universities 2000: Benchmarks 
for the New Millennium conference organized by Corporate University Xchange, Inc., in April 2000, 
where a range of corporate learning organizations presented their learning and development 
activities. 
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individual whose title is "chief learning officer" (CLO). Learning organizations 

are emphasizing their role as corporate-level partners and the importance of 

establishing learning as a strategic part of the future of the company, rather than 

a cost center. Formerly, training was controlled by individual lines of business 

and each had its own training activities to meet their specific needs. Now, the 

issue of training is being elevated to the corporate level, and activities are being 

consolidated and rationalized in the interest of both quality and efficiency. This 

is similar to the transition that information technology went through in the 1980s, 

when the term "chief information officer" was relatively new. Learning 

organizations have recognized the importance of getting buy-in from both the 

CEO and the lines of business in support of their efforts. Many are using 

"account management" to track the needs of the stakeholders, emphasizing 

communication and responsiveness. Learning goals must be tied clearly to 

business goals. Because human resource departments are often held in low 

esteem in large corporations, learning organizations are often advised to avoid 

"HR speak" and learn to communicate effectively with the business units. 

Corporate learning organizations provide a range of services that are ultimately 

designed to promote workforce improvement. The intermediary role includes 

helping employees develop individual learning plans to meet their training 

needs as well as keeping track of their training needs and accomplishments. To 

this end, some learning organizations, such as the one at Sun Microsystems, have 

introduced information "portals" that organize information functionally 

allowing employees to easily find what they need about learning opportunities 

throughout the company. United Airlines provides another example. Its central 

unit that is responsible for leadership training is developing an interactive web 

site that includes online assessments that help an employee determine the skills 

(math, verbal, and leadership) he or she is lacking. The web site is a huge 

information clearinghouse, organized on the basis of the assessments and other 

information for the benefit of the user. For example, the learner can pull up a list 

of learning opportunities, both internal and external, that are available through 

United. Using well-developed web tools, learning organizations can connect and 

coordinate learning experiences for employees. 

In the corporate learning environment, customers are broadly construed to 

include both learners (employees at all levels of the organization) and managers 

of the line units whose employees receive education or training. Often intact 

teams or entire units are engaged in the learning experience. Further, there is 

increasing interest in including other members or components of the value chain 

as learners (e.g., suppliers or customers of the line unit, and occasionally 

collateral units). Such efforts evidence a systems-based approach to learning. 
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Providers of training, education, and professional development in the corporate 

setting are a diverse collection of individuals and organizations whose activities 

are carried out in close collaboration with the intermediary unit. Providers 

include nonprofit educational institutions (especially if they are flexible about 

customizing or tailoring coursework and schedules) and for-profit training firms. 

Frequently, line managers and even senior managers in the organization are also 

being asked to serve as educators, with assistance from the intermediary unit. In 

addition, companies develop and deliver their own course materials as well. As 

a first step, the intermediary must identify the appropriate delivery mechanism 

and provider. Partnering with existing educational institutions is highly 

desirable because courses and programs are likely to be accredited or certified; 

on the other hand, they may have less flexibility and less motivation to adapt 

their procedures to the needs of corporations than private, for-profit training 

firms. Learning organizations may elect to develop their own courses. In any 

case, the intermediary must constantly broker, monitor, and manage 

relationships between providers and customers of professional development and 

education. The intermediary must also work with customers and providers to 

develop learning evaluations. 

In spite of all the interest in new technologies for education delivery, many 

providers still rely on classroom-based instruction. Based on the learning 

pyramid from National Training Laboratories, popular opinion about the 

relationship between information retention and education delivery methods 

posits that students retain 5 percent from lecture, 10 percent from reading, 20 

percent from audio-visual aids, 30 percent from demonstration, 50 percent from 

discussion, 75 percent from practice by doing, and 90 percent from teaching 

others. Interestingly, while this belief is widely held, there are no data 

supporting the numbers. 

In terms of assessment, the human resource office, corporate university, or 

corporate learning officer is responsible for designing or guiding the assessment, 

and potentially for implementing or helping to implement it. The intermediary 

will also take the lead in using assessment results to revise course offerings and 

give improvement-oriented feedback to providers. 

Ultimately, attention to the quality and productivity of professional development 

and educational activities is motivated by interest in promoting the long-run 

health and competitiveness of the corporation. However, while the benefits to 

the corporation are the clear driver, assessment often benefits the employee 

learners as well. For example, academic accreditation and professional 

certification are taken by corporations as marks of the quality of courses offered, 

but corporations also believe it is beneficial to employees to have such 
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accomplishments on their records. Achievement in externally validated courses, 

they believe, helps assure lifetime employability in a period when corporations 

can no longer promise lifetime employment. 

Although the reviewed literature reflected a highly diverse collection of 

businesses and industries, a number of common assumptions underlie and drive 

their concern for quality and productivity in professional development and 

education. One dominant theme, for example, is knowledge work as an ever- 

increasing proportion of the total work of organizations. In the United States, as 

in most developed economies, firms' core competencies are being defined in the 

context of information-intensive activities. Key corollaries of this theme are 

systematically increasing skill requirements for most jobs (to produce value- 

added, knowledge-based goods and services) and continuous learning needs 

related to technological advance (since information-intensive tasks are highly 

technology dependent). 

A second major theme in the literature has to do with corporate restructuring. 

Downsizing and other business process redesign efforts have reshaped 

organizations, making them flatter, leaner, and more competitive. As a 

consequence, today's employees are expected to work "smarter"—to become 

effective self-managers and problem solvers. Emerging interest in knowledge 

management and intellectual capital suggests that firms are giving more 

attention to the value of their human resources. 

Emphasis on high-performance work systems throughout the value chain is a 

third noteworthy theme. Line business units in organizations are being asked to 

reexamine their roles, to align their processes with mission-critical enterprise 

goals, and to demonstrate measurable results from their performance 

improvement strategies. Corporate professional development functions are 

experiencing these same pressures. 

Taken together, these cross-cutting trends appear to have greatly increased the 

importance of workplace learning in the corporate literature we reviewed. The 

growth of corporate universities—from about 400 in 1990 to an estimated 1,000 or 

more today—signals the renewed interest in professional development and 

education. 

As learning and knowledge management become increasingly important to 

organizations, the value of the learning organization as a strategic partner in the 

continuous improvement of business processes is emerging as an important 

trend. Quality assessment results are expected to be useful both for improving 

learning processes and for providing insights on factors that affect organizational 
performance. 
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At the employee level, student assessment results are sometimes fed into 

performance reviews and future career path plans. The literature recommends 

employee incentives for learning as a way of linking employees' individual goals 

to organizational performance improvement goals. 

Finally, corporate universities and corporate learning units are increasingly being 

expected to operate on a fee-for-service basis, recovering their operating costs 

from business units that supply them with customers (learners). Thus they have 

a strong incentive to monitor their productivity; and it is in their best interests as 

well to gather and disseminate quality evaluations to potential customer units. 

Phase One 

Details of corporate university approaches to identifying goals for professional 

development and education vary in a number of firm-specific ways. However, 

they evidence some common systems-level features. Typically, the learning 

goals are based on the corporation's strategic plan, plus core and other 

competencies taken as critical to the mission success of the enterprise's several 

lines of business. 

The intermediary organization is often responsible for setting out the top-level 

goals for professional development and education activities but has to act 

entrepreneurially to sell the learning agenda within the corporation. It is crucial 

to enlist strong and visible commitment and support from the corporation's 

CEO—if the CEO was not a prime mover in creating the corporate university or 

CLO position. Often, but not always, these learning initiatives are driven from 

the top. Additionally, it is critical to convince key managers in all lines of 

business that intellectual capital investment is a necessity for survival and 

success in the current economic environment. 

The intermediary's role in goal identification and needs analysis differs among 

learning organizations. In some cases, learning organizations are responsible for 

both goal identification and needs analysis to determine in what key areas 

education and professional development efforts should be directed. At Sun 

Microsystems, for example, a framework was developed that can be applied to 

individual lines of business for identifying goals and establishing where needs 

exist. For each line of business, the Sun Microsystems corporate university 

focuses on knowledge management to establish what learners know, competency 

management to determine what learners need to know, and performance 

management to help learners use what they know. The Grainger, Inc., learning 

center has adopted a more bottom-up approach to goal identification. By taking 

an inventory of the training and education activities going on in the company, 
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they have identified 108 "learning solutions" or training modules and have 

developed a core curriculum that encompasses 27 of those learning solutions. 

The core consists of four areas: leadership and management, quality, sales and 

customer contact, and "digital Grainger." Other learning organizations, such as 

the United Airlines leadership training unit, have their goals established by 

corporate headquarters and focus on needs analysis. The training unit has built 

the curriculum for leadership development around the corporate goals and 

corporate definition of good leadership and considers its core competency to be 

needs analysis based on that definition. 

A common strategy for selling the learning agenda within the company is to 

create a governance structure for the corporate university that puts 

representative managers for primary lines of business on a board of trustees or 

board of advisors. This structure creates direct formal links between the business 

units and the intermediary organization and allows business units to help 

determine the learning goals. 

Productivity improvements in professional development and education, in 

contrast, are often sought to make two main types of changes to the corporate 

university or corporate learning effort: reorganizations that decrease the 

administrative costs associated with providing these programs, and innovative 

uses of information and communication technologies to create more efficient 

ways of delivering them. 

Phase Two 

Many corporate learning organizations are moving toward a lesser role in the 

actual provision of education and training, and increasingly exemplify a Phase 

Two, Model 2 structure where the intermediary assesses the quality and 

productivity of outside providers. It is still common, however, for corporations 

to assume Model 3 in their Phase Two activities where the corporate learning 

organization acts as provider of professional development and training and 

assesses its own quality and productivity (e.g., Lucent; see Appendix G.l). 

Finally, some corporate learning organizations serve as advisors to corporate 

business units that are providing their own training. In this capacity, they 

assume a modified version of Model 1 where they make recommendations and 

guide provider assessment. 



157 

Identify Goals for Education and Training 

The intermediary works with major stakeholder groups to jointly articulate 

more-specific goals and objectives for the varied business lines or directions that 

professional development and education will take. Subsequently, the 

intermediary designs curricula in collaboration with customers and providers. 

Customization aims at developing curricula that will boost the customer unit's 

successful performance (as determined by the unit's role in the corporate 

business strategy). Tailoring curricula is regarded as important for assuring that 

courses directly address firm-specific and unit-specific performance goals and 

also to help reconcile provider schedules (e.g., academic terms) with customer 

schedules (e.g., fiscal cycles). In other words, the goals relate mainly to business 

outcomes. 

Develop Measures of Quality and Productivity 

Corporate mission goals and objectives typically form the basis for assessment 

procedures, which must be designed to reflect performance outcomes that are 

desirable in light of the corporation's strategic plans and the role that employee 

professional development and education plays in them. 

Our review of corporate literature revealed a variety of measures in use for 

assessment purposes. In general, in the reviewed literature, productivity 

assessment received far less attention than quality assessment. The productivity 

assessments we found are generally based on inputs, assuming that outcome 

quality remains constant. Common examples of productivity measures in use 

include 

• the number of instructional days provided per unit of cost 

• the total cost to deliver a course, per student 

• the total time required to complete a course, per student. 

As noted, these tend to be input measures. The unit of analysis for productivity 

measures is generally the learning organization or provider of the education. 

In contrast, most of the specific measures of quality we found reflect processes or 

outcomes; and their relationship to business performance goals and objectives is 

generally highly inferential. Because this project emphasizes academic quality 

over productivity, we identified a number of examples in the corporate literature 

for several categories of quality measures. The unit of analysis for quality 

measures can be the business units, the educational providers, or the students. 
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Input measures are sometimes used as quality metrics in the corporate training 

environment. From a quality perspective, the underlying assumption is that 

more inputs generate better or more outcomes. Common input measures include 

• education/training expenditures as a percentage of payroll 

• hours of training per employee per year 

• percentage of employees trained per year 

• education/training expenditures per employee 

• ratio of employees to trainers. 

Such external certification as the accreditation or certification of courses is 

sometimes used as a measure of quality. Organizations may also choose to 

participate in outside certification of unit processes or recognition of performance 

(e.g., ISO or Baldrige Award) as a way of determining quality. 

Measurement of the quality of professional development and education in the 

corporate sector continues to rely heavily on the Kirkpatrick framework, which 

consists of four levels of assessment. The first level is reaction, or trainee 

satisfaction with the course. The second level is learning and measures how well 

participants have mastered the course material. Level three is transfer to the job, 

or how the learning and development is being used on the job. The fourth level 

is organizational effects and measures changes in the business process itself. 

Table G.l summarizes the four Kirkpatrick levels and provides examples of 

measures used at each level. 

There is currently a strong emphasis on levels 3 and 4 in corporate professional 

development and education. However, in practice, most assessment is still being 

done at level 1, with some assessment at level 2. While many learning 

organizations consider assessment at levels 3 and 4 to be desirable, they are not 

able to carry it out in most cases. The value chain has been incorporated into 

how Kirkpatrick levels 3-4 are understood and operationalized. It is regarded, 

however, as quite difficult and costly to obtain quantifiable measures of 

performance improvements at levels 3-4 and to associate such changes with 

bottom-line improvements.2 For instance, Motorola's rigorous effort to estimate 

the return on its investment in education and training is rumored to have cost 

over $1 million. 

zThese findings from our site visits and literature review parallel those reported in an earlier 
Annual Review of Psychology article by Tannenbaum and Yukl (1992). 
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Table G.l 

Kirkpatrick Model 

Kirkpatrick Level What It Measures Examples of Measures 
One—reaction 

Two—learning 

Three—transfer to the job 

Four—organizational 
effects 

Learner satisfaction with     Course/instructor evaluation 
course, other aspects of    Employee job satisfaction survey 
the learner's experience   Employee (pre/post) self-assessment 

How well participants 
have mastered the 
course material 

How learning and 
development is being 
used on the job 

Effects on the business 
process itself 

Technical skill test (pre/post) 
Observation of standardized task 

performance (post only) 
Retention tests 

Qualitative interviews with the 
learner 

Focus groups with managers of 
learners 

Improvement ratings collected from 
managers 

Direct measurement of employee 
performance (e.g., reduced time- 
to-completion of tasks) 

Number of defective parts 
Satisfied-customer index 
Customer retention 
Return on investment 
Return on expectations, where 

expectations are indicators of 
valued performance derived and 
operationalized collaboratively 
from missions and goals 

Demand for education /training as a 
measure of its quality and 
relevance 

Desired effects on organizational 
culture (ethnographic studies 
pre/post)  

Despite its widespread use, there are several limitations of the framework. First, 

it focuses on student learning, which is an important goal of education and 

professional development, but may not be the only goal of interest to an assessor. 

Second, what little empirical research there is on Kirkpatrick's typology of 

measures provides weak evidence of correlation among levels 2-A and no 

evidence that level 1 outcomes are related to the others (see Tannenbaum and 

Yukl, 1992). As noted, levels 1 and 2 are the most commonly used measurements 

because of their low cost and ease of administration. However, business 

organizations are generally less interested in individual-level measures of course 

satisfaction and learning than in the effects of the education and development 
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activities on job performance and business processes. Using level 1 or level 2 

measures as proxies for higher-level outcomes, such as task or process 

improvements, is not appropriate and may lead to flawed conclusions. 

Some learning organizations have undertaken return-on-investment (ROI) 

evaluation to underscore the effects that investments in learning and 

development have on a company's productivity. By measuring increases in 

productivity as a result of education and professional development, the activities 

of the learning organization are elevated to the level of importance comparable to 

other strategic investments. The process of ROI evaluation facilitates better 

management of these activities and promotes their continuous improvement. It 

is not, however, a viable method of self- or budgetary justification (Bassi, 2000). 

ROI measurement involves determining the intended business result, 

establishing the causal relationship between learning and development activities 

and the result, quantifying the value of that result, identification of metrics, and 

evaluation. Measurement of the three categories of provision costs is critical for a 

credible ROI evaluation: direct costs, including payments to vendors and 

materials; indirect costs, including overhead; and opportunity costs, such as lost 

productivity (Bassi, 2000). Establishing causal links between learning and 

development efforts and ROI effects (or other organizational performance effects) 

is likely to be another difficult step toward the credibility of level 4 evaluation 

efforts. 

While some learning organizations emphasize the importance of ROI assessment 

(e.g., United Airlines) or an ability to demonstrate the value to the firm, others 

are moving away from this type of measurement. For example, Cisco focuses 

instead on the effect of framing on the revenue stream. They claim that this is a 

more "strategic" focus (as opposed to a cost center perspective). 

Evaluate Quality and Productivity Using Measures 

As explained earlier, productivity assessments typically turn on input measures, 

assuming quality of output is held constant. Using these measures, productivity 

is then evaluated by comparing an organization's current resource-to-output 

ratio with a prior baseline rate; such methods have been used, for instance, to 

evaluate whether the introduction of network-based distance learning techniques 

for a particular course of instruction yields productivity improvements. 

Alternatively, productivity can be evaluated by comparing the productivity of an 

organization's education or training activities with those of a benchmark 

organization. Use of benchmarks for productivity evaluation is dependent on 

finding appropriate organizations and courses for comparison; this approach is 
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most successful when organizations use similar techniques for detenrtining costs 

and where equivalence of outputs can readily be established (e.g., for certain 

kinds of technical training). 

Additionally, corporate universities also rely on benchmarking (comparison to 

leading-edge peers) and standards (e.g., accreditation or certification) in quality 

evaluations. At least two objectives are served by accreditation or certification of 

courses. On the one hand, such processes provide the corporate university with 

an independent and objective evaluation of the quality of specific courses or 

programs. On the other hand, having taken accredited or certified courses gives 

employees a portable credential; given that companies cannot promise lifetime 

employment, they are attempting instead to provide lifetime employability. In 

return, companies say, they are able to attract and retain better workers. 

Benchmarking as a tool for quality evaluation is a widely accepted and familiar 

practice in the corporate world and was readily extended to serve needs for 

evaluating the quality of professional development and education. But it is 

recommended with some caveats: Processes closely linked to performance 

improvements in one company might not have the same relationship to 

performance in another; and in any case, benchmarked processes probably have 

to be tailored to particular contexts rather than adopted as is. 

Typically, performance measures of the effects of professional development and 

education on the performance of units, lines of business, and/or the entire 

enterprise are evaluated in one of two ways. One involves examining face-valid 

indicators of performance improvements (indices based, for instance, on defined 

mission objectives); corporations rarely make the investment of time and funds 

necessary to establish the predictive validity of these measures or to link them 

directly with ROI. An alternative is to rely for evaluative purposes on measures 

of processes that have been independently benchmarked to performance 

improvements (e.g., the American Society for Training and Development has 

defined a set of input and process measures associated with performance 

improvements in a set of best-practice organizations). 

Apart from consortia that establish procedures for collecting and sharing data for 

benchmarking purposes, evaluation information is not widely shared; and 

typically consortium members hold the information as confidential or 

proprietary to the association. 

Although assessments need to be specific to courses and to business processes, 

the intermediary organization is expected to establish general evaluation 

standards and procedures and to assure their implementation. 
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G.l. Lucent Technologies Learning and 
Performance Center1 

Overview 

Lucent Technologies is a spin-off from AT&T, specializing in telecommunications 

equipment. This description was written in the spring of 2000. At this time, the 

company is moving away from routine manufacturing and concentrating more 

on high-end manufacturing and telecommunications technologies. It has about 

150,000 employees, 45,000 of whom work outside the United States in 67 

different countries. Lucent's annual revenue is about $38 billion 

Education, development, and training activities occur throughout the entire 

corporation at Lucent and are budgeted at about $225 million per year. Much of 

this activity occurs under or is guided by the Learning and Performance Center 

(LPC). While the LPC performs the functions of a corporate university, namely, 

designing and delivering learning opportunities, it also serves a broader function 

as the leader of the Lucent learning network. The LPC was established in 1996 

and currently provides 250,000 learning days per year with a budget of $70 

million. Twenty-five percent of the budget comes directly from a corporate 

allocation, and the remainder comes from tuition charged to the business units 

that use the training. About 25 percent of the learning days are delivered using 

technology. The primary purposes of establishing the LPC were to improve 

content and delivery, reduce costs, and eliminate redundancies.2 

The LPC has many roles. It monitors both stakeholder and system needs for 

education and professional development and assesses whether the provision is 

meeting quality and productivity standards for the organization. 

Phase One 

LPC's vision is "to be recognized as a critical business partner in achieving 

Lucent's success"; its mission is "to provide innovative learning solutions, 

This appendix is based primarily on a conversation with and briefing given by Learning and 
Performance Center Vice President Bill Harrod. Unless otherwise noted, quotes are from that 
briefing. 

^Lucent Magazine, March/April 2000, pp. 14-17. 
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readily available and highly valued worldwide, that measurably improve 

Lucent's organizational and individual performance." 

Bill Harrod, LPC vice president, noted that many large organizations have an 

education committee, but that generally such committees do not include people 

who are well informed about business needs. At Lucent, the education and 

training activities are divided into 15 curriculum areas. Examples of curriculum 

areas include software, wireless, diversity, and program management. Each 

curriculum area has a business performance council, composed of powerful 

people in the company. For example, the software committee is headed by the 

vice president for software. There are over 160 people on these councils. There is 

a dean for each curriculum, and about 20 subject matter experts help with 

curriculum design. 

The business performance councils are responsible for much more than 

education and training. They consider all strategic issues related to the particular 

area. The point is that they specifically consider education and training as part of 

key strategic business issues. The success of the business performance councils 

and of the learning and development activities in general is driven by several 

factors including strong executive-level leadership and support and broad 

involvement with the business units. 

The goal of the LPC unit is to be a valuable member of a team whose focus is 

much larger than learning. However, the learning staff have to earn their way to 

the top management table by demonstrating how learning affects key business 

performance. The key to doing this is to understand the proficiency gaps in 

given business domains, determine which can be addressed by learning 

solutions, and develop learning solutions to help close those gaps. 

The different business performance councils are at different stages in the 

development of tools for identifying competency gaps. A state-of-the-art tool, 

the Kiviat, is used by the software council. This tool helps assess proficiencies 

and identify gaps in eight software project areas: customer focus, project 

management, project team variables, tools, quality focus, methodologies, 

physical environment, and metrics. The tool includes a detailed instrument for 

measuring Lucent's performance (there are about 20 metrics in each area) on a 

five-point scale ranging from 1 (leading edge) to 5 (high risk). The performance 

measures are evaluated on the basis of ten years of industrywide data. The tool 

points out areas where Lucent's performance is not leading-edge; these are areas 

where learning might be able to improve business performance. 

Harrod emphasized that just dumping courses out there will not solve the 

company's problems. There is a tendency to view all performance problems as 
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"training problems"; however, not all proficiency gaps are due to a lack of skill or 

training. Individual jobs must be structured in such a way that employees can 

use the training they receive. A new initiative of the LPC is a consulting effort 

that works with the business units to identify the problems that are learning 

related and design learning solutions for them. Rather than being an advocate 

for any and all education and training activities, the role of LPC is to help the 

company determine the most effective way to deploy limited education and 

training resources in such a way as to promote overall corporate goals. Part of 

that role is identifying where training is not appropriate. LPC recently 

established a consulting service that is specifically designed to work with the 

individual business units to help them find learning solutions when they are 

appropriate. 

Another element of the LPC role is helping the company identify which 

stakeholder needs deserve attention from the learning and development unit. 

The purpose of learning activities at Lucent is to help the company achieve 

growth in key markets. If an activity is not important to Lucent from a business 

perspective, Lucent will not train it. LPC focuses on what people need to succeed 

on the job. Its activities focus on business needs, as distinct from student 

demands. Harrod noted that if Lucent were to offer a course on taxes on April 

14, a lot of employees would take the course. Employees would like it, but it is 

not relevant to business goals. In other words, there are "nice to have" courses 

and "need to have" courses. Lucent wants to focus on the "need to have." 

As mentioned above, an important part of LPC's early efforts were focused on 

eliminating redundancy and reducing cost. Much of this was achieved by 

consolidating approximately 70,000 courses taught throughout Lucent into about 

2,000. For example, there were originally about 700 courses on fire extinguisher 

operation. It has also decreased the number of vendors from which it purchases 

course content and eliminated certain high-cost programs whose value did not 

justify their continuation (such as the Wharton executive MBA). LPC has also 

improved its focus in terms of the courses it develops internally, having reduced 

that number from 800 to 390. Additionally, technology-enabled courses have 

reduced some travel costs. The total number of learner days has increased by 

over 60 percent. 

The consolidation of courses has made it easier for Lucent to integrate training 

records with personnel records. Formerly, Lucent kept training records on 

employees, but the records were not centralized. This made it difficult to 

construct a training history on an individual. Now, if a learner successfully 

completes a course, then course completion is recorded in the person's record. 

Lucent was using PeopleSoft for that purpose but has recently moved to a 
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training server to track all training. In addition, the system allows students to 

search for and enroll in courses online. 

Phase Two 

The LPC provides some, but not all, of the education and professional 

development opportunities. The term "provider" is used loosely in this context 

and often refers to a situation where the LPC makes available to the business 

units a learning opportunity that was developed by an external provider. As a 

result, the LPC tends to operate as more of an intermediary (between the 

business units and the array of providers) than a provider, and Phase Two 

assessment is most similar to Model One. 

Identify Goals for Education and Training 

The Lucent LPC has four layers of internal clients, ascribing different goals to 

learning activities. The executive leadership of Lucent wants LPC to promote 

cultural change (make Lucent look less like AT&T and more like a dot-com). 

Leaders at the vice president level want learning to promote strategic knowledge 

in the corporation. Mid-level managers are looking for tactical knowledge, and 

employees in general want the knowledge necessary to strengthen their role in 

the company. 

The goals of the learning activities are driven by input from business line leaders 

through the business performance councils. These councils have staff associated 

with the chief technical officer as well as the chief education officer. Because the 

same group of people is considering the technical and the training issues, the 

learning goals are driven by business needs. 

Ultimately, the purpose of learning is to change an employee's behavior. 

Whereas education used to be just learner focused, now it is business focused. 

Develop Measures of Quality and Productivity 

The main productivity measure used in LPC is cost per learner day (measured as 

eight hours spent in a learning activity). The LPC finds it is better to use the 

learner day as the unit of analysis, rather than a course, because "courses" vary 

tremendously in their duration. The LPC would like to break the learning unit 

down further. Another metric it tracks is the percentage of programs that are 

technology enabled. 
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In terms of quality measurement, Lucent has made the most progress in two 

domains: software and program management. These are areas where there are 

externally based standards of knowledge and performance. In the area of 

program management, the Program Management Institute certifies program 

management skills and accredits courses designed to prepare learners for the 

tests. 

Lucent uses the Kirkpatrick framework to develop measures of quality for 

education and development. It measures performance at levels 1,2, and 3 and 

views level 1 as extremely important. Level 1 performance measures go beyond 

making training fun (or serving good food) so that the student provides positive 

course evaluations. The ultimate goal of a learning activity is to change the 

behavior of workers. If learners are not getting something they think they need, 

then they will not learn. 

Level 2 is conducted for all learning experiences. Students must pass a test of 

some sort, and then successful completion of a learning module is recorded in 

their records (nothing is recorded if they fail). Level 3 assessment is being used 

in 30-40 percent of the learning activities; these assessments rely primarily on 

judgments made by managers of learners. LPC has not been asked to do level 4 

assessment. Harrod believes that it is not possible to measure only the effects of 

learning activities because job performance is influenced by so many variables. 

In the future, LPC expects to adopt a balanced scorecard approach to identify 

goals and develop measures. 

Evaluate Quality and Productivity Using Measures 

LPC wants to see high learner satisfaction (level 1) results because it believes that 

this is a good measure of whether students found the coursework relevant to 

their jobs. 

To the extent possible, LPC benchmarks itself against other learning 

organizations and strives to be at the leading edge of such organizations. It also 

compares current performance to previous performance. LPC has reduced the 

average cost per learner day from $520 to $284. The primary source of savings 

comes from the use of technology and the use of courses that are developed in 

the marketplace. Currently, 20 percent of the learning is technology enabled. 

The goal is to reach 50 percent. 

The learning network model suggests a continuous process of assessing 

competency gaps, feeding results to the business councils, changing training to 

address the identified gaps and other needs. The whole point is that the results 
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of learning activities and the assessment of those activities will influence the day- 

to-day operation of Lucent. Harrod emphasized the power of measurement to 

drive performance. 
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H.l. U.S. News and World Report 

Overview 

Since 1983, U.S. News and World Report has published an annual ranking of U.S. 

colleges and universities based on various dimensions of quality. The special 

issues have attracted millions of readers and have become a huge market with 

other publishing companies joining U.S. News in putting out their own annual 

rankings (e.g., Time, Barron's, and others). 

U.S. News is neither a customer nor a provider. Aware of this role, most 

institutions voluntarily provide the company with the data needed to rank top 

programs in defined disciplines. The company plays the role of an intermediary 

and sees itself as one potential source of information to customers of higher 

education. In this capacity as an intermediary assessing the quality of 

institutions, the U.S. News rankings exemplify a Model 2 approach to Phase Two 

provider assessment. 

U.S. News assessment ranks institution programs according to a score that is a 

composite of several quality measures. The system defines quality along 

dimensions including reputation of a school, selectivity, faculty resources, 

financial resources, and many others. The organization publishes three different 

rankings: (1) best colleges, (2) best value (based on quality and cost), and (3) best 

graduate programs. The assessment is intended to benefit customers by helping 

students and their families determine the right school for them based on the 

specific dimensions of quality considered in the rankings. 

The implicit assumption of this assessment system is that the same yardstick can 

be used to evaluate the quality of education in a variety of institutions serving a 

wide range of students. U.S. News assumes that the rankings will help students 

make an informed decision about appropriate colleges and universities to which 

they will apply. The company explicitly states that the rankings should serve as 

only one source in the decisionmaking process. 

U.S. News does not hold universities and programs accountable based on these 

measures. However, the rankings generate strong readership, and some 

customers may hold schools indirectly accountable based on these measures 

because of market pressure. Although the assessment was not designed to help 

improve school quality, there is evidence that schools do modify their behavior   ' 
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in pursuit of higher scores on the dimensions of quality considered by U.S. News. 

Although some providers would argue that rankings are a detriment to the 

education system, they readily accept and publicize high rankings in their 

marketing literatures. Some institutions have even incorporated the U.S. News 

ranking as a quality measure in their internal assessment process.1 

The process does not encourage any formal collaboration among key 

stakeholders at any step of the assessment process. U.S. News determines the 

assessment criteria, conducts the analysis, and provides the results to the 

consumer. The company is dependent, however, on stakeholders (i.e., colleges 

and universities) to provide accurate data. Indirectly, external criticisms are 

reviewed and may lead to changes in the assessment protocols. The rankings 

have drawn criticism for the way that measures are weighted in an approach that 

"lacks any defensible empirical or theoretical basis," according to a report by the 

National Opinion Research Center (Reisberg, 2000, p. 1). U.S. News has also been 

criticized for changing the weighting method periodically, preventing accurate 

comparisons from year to year. Critics find weakness in the way that some 

measures are used more than once for certain indicators and others that are 

considered by the higher education community to be important measures of 

quality, such as student experiences and curriculum, are not used at all. For 

example, the absence of both a good student satisfaction measure as well as a 

measure of the difficulty of the curriculum is seen as a flaw in the rankings 

(Reisberg, 2000). 

The information is published and sold at all major newsstands, and some of the 

information is also available on the Internet for free. The publications have been 

very popular among students and their families as a source of information on the 

quality of institutions of higher education and a comparison of best values for 

their education dollars. With the growing popularity of the publication, 

universities fear that they may lose their customers if they are poorly ranked. 

Reputation of institutions are enhanced or tarnished to some extent based on the 

position in the rankings. 

Phase One 

U.S. News rankings consider individual institutions, rather than the higher 

education system as a whole. Therefore, Phase One assessment is not part of this 

effort. 

■^See Appendix K.3 for a description of the USC School of Education, which uses U.S. News 
rankings as a measure of quality. 
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Phase Two 

In ranking colleges and universities along specified dimensions of quality, the 

U.S. News acts as an intermediary assessing the quality of provider institutions 

and thus illustrates a Model 2 assessment approach to Phase Two. 

Identify Goals for Education and Training 

The U.S. News rankings system implicitly attributes goals to institutions. The 

ranking system is based on indicators that are thought to measure academic 

quality, such as reputation and faculty, and on a ranking formula that weights 

the indicators by level of importance. The criteria used to calculate a school's 

score and ranking are based on an understood model of what a "good college" or 

"good graduate program" is. The goals are attributed to institutions of higher 

education in general. They are not linked to the mission of a specific institution 

or tailored to individual institutions. 

The assessment is completely intermediary driven. U.S. News determines the 

variables used in the ranking, and the only role that universities play is to 

provide data to the company. Input from schools on the actual assessment 

process is virtually nonexistent; only when universities went public with their 

criticisms did the U.S. News take action in adjusting its variables. The goals are 

mainly input- and outcome-focused. Typical categories of goals include the 
following: 

• Academic Reputation captures the quality of programs offered by the academic 
institutions. 

• Selectivity captures the academic strength and overall ambition of the student 
population. 

• Faculty Resources captures the strength, quality, and accessibility of each 
institution's professors. 

• Financial Resources is used to capture the variety of things (e.g., student 

services, physical plants, research opportunities) available to students. 

• Retention is used to indicate student satisfaction and success. 

• Alumni Giving is used to indicate alumni satisfaction with their 

undergraduate experience at the institution. 
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Develop Measures of Quality and Productivity 

According to U.S. News, "the ranking system relies on quantitative measures that 

education experts have proposed as reliable indicators of academic quality." 

Published reports by the company reveal little about who these experts are and 

how the particular measures are selected. 

The "best colleges" ranking system is based on groupings developed by the 

Carnegie Foundation for the Advancement of Teaching, "the generally accepted 

classification system of colleges and universities that defines schools by their 

mission." Almost 1,400 accredited four-year institutions are considered for the 

rankings: 228 "national universities," 162 "national liberal arts colleges," 504 

"regional universities," and 429 "regional liberal arts colleges." 

While U.S. News may define its rankings differently for colleges and graduate 

programs, some of the same quality dimensions (i.e., academic reputation, 

selectivity, and faculty resources) are used across rankings; the measures may 

have been adapted slightly or weighted differently to fit the needs of the ranking. 

For instance, in evaluating selectivity scale, the "best colleges" ranking includes 

SAT scores while the graduate programs ranking includes the GRE, GMAT, and 

others. Tables H.l.l and H.1.2 summarize the measures used for the best 

colleges and best graduate programs rankings. 

The "best-value" ranking considers the following: 

• The ratio of quality to price. A school's quality ranking—its overall score in 

America's best colleges survey—was divided by the cost to an average 

student there receiving a grant meeting his or her financial need. The higher 

the ratio of quality rank to the discounted cost, the better the value. 

• Percentage of all undergraduates receiving grants that meet financial needs 

during the 1997-98 academic year. 

• The percentage of a school's total costs covered by the average need-based 

grant to undergraduates. 
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Table H.l.l 

Measures Used in Best Colleges Ranking 

Quality 
Dimension Measures 
Academic 

reputation 

Selectivity 

Faculty 
resources 

Financial 
resources 

Retention 

Alumni Giving 

Survey rating in academic programs of peer institutions on a 5-point 
scale (1 = marginal to 5 = distinguished). A "don't know" option is 
also available. 

Acceptance rate. 
Percentage of admitted students who enrolled. 
Average SAT1 scores of enrolled students. 
High school class standing of entering freshmen. 

Ratio of full-time faculty to full-time students. 
Percentage of full-time faculty with doctorates. 
Percentage of faculty with full-time status. 
Average salary for all full-time faculty, adjusted for cost of living using 

the Runzheimer International indexes. 
Class size: both the percentage with less than 20 students and the 

percentage with more that 50 students. 

Total expenditure for education programs per full-time equivalent 
enrollment. 

Expenditure for research, financial aid, public service, operation, and 
maintenance per full-time equivalent enrollment. 

Average percentage of students graduating within six years. 
Average percentage of entering students who returned for the 

sophomore year. 
The graduation rate performance: difference between the school's 

predicted graduation rate and its actual graduation rate. 

Average percentage of undergraduate alumni who donate to the 
university.  

Table H.1.2 

Measures Used in Professional and Academic Graduate Program Rankings 

Quality 
Dimension Measures 
Reputation Two survey ratings: quality of programs on a 5-point scale (1 = 

marginal to 5 = distinguished), and the top 25 graduate programs. 

Standardized test scores (GMAT, MCAT, LSAT, GRE). 
Undergraduate grade point average. 
Acceptance rates. 

Employment rates after graduation and several months after. 
Total compensation (business programs). 
Bar passage rates (law schools). 

This measure differs to some degree for each area of study. Only the 
scale for business programs did not take into account this measure. 

Expenditures per student for instruction, library, and supporting 
student services; student-to-teacher ratio. 

Expenditures per student for financial aid and other expenditures. 
 Total number of volumes and titles in the law library (law schools). 
NOTE: Ph.D. programs were considered on the reputation scale only. 

Selectivity 

Placement 
success 

Faculty 
resources 

Financial 
resources 
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Surveys and university data from enrollment rates to expenditures are the data 

used in the assessment process. U.S. News is dependent on the academic 

institutions to provide data and to complete the surveys. Missing data are 

retrieved from other sources such as the Wintergreen Orchard House and the 

National Collegiate Athletic Association. Data are also cross-referenced with 

other associations for accuracy. 

For the academic reputation scale, surveys are sent to 4,200 college presidents, 

deans, and admissions directors. Each of the surveys accounts for a share of this 

scale. For the remaining scales, U.S. News requests data from institutions that are 

used to conduct the analyses. 

Evaluate Quality and Productivity Using Measures 

The ranking system is inherently a peer benchmarking activity. Overall rank is 

determined by tabulating and weighting the data along the variables listed in 

each of the categories above. The scales (e.g., reputation, selectivity) are also 

weighted. Institutions are ranked according to the overall weighted score. 

Weight given to the different categories are listed in Table H.1.3 by type of 

school. 

Table H.1.3 

Weight Given to Different Categories of Measures by Type of School 
(in percentage) 

National Schools     Regional Schools 
Category Weight Weight  
Academic reputation 25 25 
Selectivity 15 15 
Faculty resources 20 20 
Financial resources 10 10 
Retention 20 25 
Alumni giving 5 5 
Graduation rate performance 5 0  

A similar approach is used for graduate professional programs. Weighted 

average of several scales are used to determine the overall ranking of schools. 

The scales differ slightly from one professional area to the next. 

To determine best value, overall rank was determined by converting the scores 

achieved by every school in each of the three variables discussed above into 

percentiles. The highest score on each of the variables was valued at 100 percent. 

The scores for the other schools were then taken as a percentage of this top score. 
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The first variable—the ratio of quality to price—accounted for 60 percent of the 

overall score, the percentage of all undergraduates receiving grants accounted for 

25 percent of the score, and the average discount accounted for 15 percent of cost. 

The weighted percentage scores for each school were totaled. The school with 

the highest total weighted points became number one in its category. Next, its 

score was converted into a percentile of 100. The scores for the other schools 

were then converted into a percentage of that achieved by the number one school 

and ranked in descending order. 

School administrators provide their input in the evaluation process when they 

complete the surveys on the reputation scale. However, U.S. News conducts the 

overall assessment from scale analysis to ranking of institutions. 
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1.1. Baldrige Award 

Overview 

The Malcolm Baldrige National Quality Award program seeks to assess the 

overall performance management system of participating organizations and to 

recognize those that excel. The objective of the award is to help U.S. 

organizations meet the highest standards by improving current practices in 

performance and quality. 

The Baldrige Award program was established in the late 1980s as many industry 

and government leaders recognized the need to establish a standard of excellence 

for organizations striving for quality and efficiency. These efforts resulted in the 

passage of the Malcolm Baldrige National Quality Act of 1987 (Public Law 100- 

107). Over the years, the award has gained significant prestige within industry 

and government. Because of high demand for the program, last year it was 

expanded to include organizations from education and health care sectors as 
well. 

The Department of Commerce is responsible for the award, and the National 

Institute of Standards and Technology1 (NIST) manages the program with 

assistance from the American Society for Quality. A board of overseers, made up 

of members from industry handpicked by the Secretary of Commerce, directs the 

award program and determines whether the evaluation process and 

requirements are adequate. 

The annual award is presented to three organizations from five different sectors. 

The board of examiners2 conducts evaluations of all participating organizations 

and recommends approval of award winners to NIST. Regardless of award 

status, each organization is given detailed feedback of strengths and areas for 

improvement. Award recipients are required to share their performance and 

quality strategies with other institutions that may be interested in improving 

their own standards. 

NIST is a U.S. Department of Commerce agency. 
The board of examiners consi 

government, and education sectors. 

9 
The board of examiners consists of expert volunteers from the business, health care, 
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The purpose of the award is to help organizations improve and gain a 

competitive edge by delivering better value to customers and by improving their 

performance. The award has three main objectives (NIST, 1995): 

• to promote awareness of the importance of quality improvement to the 

national economy 

• to recognize organizations that have made substantial improvements in 

products, services, and overall competitive performance 

• to foster sharing of best practices information among U.S. organizations. 

This purpose is linked to the Department of Commerce's mission of improving 

the competitiveness of each participating organization in the global marketplace. 

The award criteria set standards for the level of assessment that institutions must 

undertake and evaluate them along specified dimensions related to quality. 

Organizations volunteer to participate in the program's assessment process 

because they view it as a means of self-improvement. Many organizations report 

having better employee relations, higher productivity and profitability as a result 

of their participation. Companies also report improved customer satisfaction 

after implementing Baldrige recommendations. 

Organizations from several sectors including manufacturing, service, and small 

business participate in this program. The Baldrige model assumes that different 

business sectors share common core requirements for excellence in quality and 

productivity. It is the manner in which these requirements are addressed that 

may vary between organizations. Because the measures are not specific, the 

approach is adaptable; the assessment focus is on outcome and on common 

requirements rather than on detailed procedures. 

Among the business community, the award is held in high esteem. Winning 

companies become quality advocates for other institutions and inform them on 

the benefits of using the Baldrige framework. In fact, companies are also asked 

to provide information on their performance strategies and methods so that 

others may learn from them. 

Phase One 

The Baldrige program is concerned with the quality and productivity of 

organizations, not systems. Therefore, Phase One does not apply. 
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Phase Two 

In administering the Baldrige program, NIST acts as an intermediary in assessing 

the quality and productivity of institutions and thus exemplifies Phase Two, 

Model 2. 

The Baldrige Award criteria are designed to evaluate institutions based on seven 

specified dimensions that have been identified as leading indicators of quality. 

Identify Goals for Education and Training 

The underlying assumption is that organizations can improve quality if they 

have a process in place that can measure quality. The Baldrige Award focuses 

mainly on outcome goals that are structured around seven categories: 

• leadership 

• strategic planning 

• customer and market focus (students and other stakeholders) 

• information and analysis 

• human resource focus (faculty and staff) 

• process management 

• business results (school performance). 

Each category is reviewed and adapted to fit the needs of a given sector. To this 

end, appropriateness of core concepts and criteria elements are considered. 

Several stakeholders provide input into the goal determination process. 

Stakeholders include the following: 

• U.S. Congress, which passed the bill creating the award. It also has the 

authority to add additional sectors as it sees fit. 

• Trustees of the Foundation for the Malcolm Baldrige Award; they include 

prominent leaders from U.S. organizations who raise funds for the program. 

• The Secretary of Commerce. 

• The National Institute of Standards and Technology, which manages the 

program. 

• The board of overseers, which is an advisory committee of distinguished 

leaders to the Department of Commerce. 

It is unclear how the original seven criteria in the assessment process were 

selected. With regard to the education criteria, however, we do know that the 
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measures were adapted from the original protocol developed for the business 

community. In 1995, NIST launched a pilot study to determine the 

appropriateness of the protocol for the education industry. First, the Baldrige 

criteria were distributed to educational leaders who reviewed the core 

methodology and provided feedback. Second, an education protocol was 

adapted to include industry-specific issues and language. The protocol was then 

distributed to a team of evaluators for training and implementation. 

Develop Measures of Quality and Productivity 

The model for education uses mainly outcome measures and some input 

measures which include the following: 

• The leadership indicator measures system level decisionmaking and public 

responsibility. It focuses on the leadership's ability to integrate key 

objectives (e.g., clear goals, high expectations) in the institution's 
management system. 

• The strategic planning indicator measures the institution's overall strategy 

development and deployment. It focuses on the institution's ability to set 

appropriate directions and to implement action plans effectively. 

• The student and stakeholder indicator examines whether the institution 

understands the needs and expectations of students and other relevant 

stakeholders, such as parents or employers. The indicator also captures an 

institution's relationship with key stakeholders. 

• The information and analysis indicator measures the selection and use of 

information and data and of comparative information, and it reviews school 
performance. 

• The faculty and staff focus indicator examines 

how the school enables faculty and staff to develop and utilize their full 
potential, aligned with the school's objectives. Also examined are the 
school's efforts to build and maintain an environment and climate 
conducive to performance excellence, full participation, and personal and 
organizational growth (NIST, 1999). 

• Educational and support process management is an indicator that focuses on 

how educational programs and support functions are designed, 

implemented, and improved. 

• The school performance results indicator focuses on measures that capture 

the success of an institution's overall mission. 
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Table 1.1.1 indicates some of the specific measures used in the assessment process 

for each of the seven criteria. 

Evaluate Quality and Productivity Using Measures 

Evaluation of each organization is conducted in four stages. In the first stage, 

each institution submits a written application, which is reviewed by five 

evaluators who score and provide comments along the seven different 

dimensions. In this application, an institution must submit information on key 

processes along with information on the seven award criteria. Since participation 

is voluntary, institutions are motivated to provide all the required information. 

The information is provided completely by stakeholders within a given 

institution including students, staff, and faculty. Comments on strengths and 

areas for improvement are written in the application scorebook, which 

determines whether an applicant moves to the next stage. If an applicant is not 

selected, the applicant receives a detailed feedback report. In the second stage, a 

team of evaluators determines through a consensus review which higher scoring 

applicants will be visited. Applicants not selected for the site visit will receive 

feedback reports based on written comments from this review. The evaluation 

process is based on a point system. Each organization is scored on the seven 

criteria weighted by level of importance and may receive a maximum score of 

1,000. Table 1.1.2 indicates the point distribution for each criterion. 

In the third stage, a team of evaluators conducts site visits to promising 

institutions. The evaluators up to this point in the evaluation accept the 

information provided by the institutions at face value. The purpose of these 

visits is to see firsthand the organization's performance, to investigate 

information and claims made by the institution, and to clarify key questions or 

issues discussed in earlier reviews. After the visit, a feedback report is prepared 

for the applicant. 

In stage four, all written documentation is reviewed, and the evaluators' 

recommendations are passed on to NIST. More than 300 people, largely from the 

private sector, volunteer to join the board of examiners to evaluate the 

organizations that have been selected as semifinalists. The evaluators are leading 

experts from the five different sectors and are selected through a competitive 

application process. The Secretary of Commerce selects several judges among 

the list of examiners who will determine which organizations will be finalists for 

the award. Finally, NIST reviews the nominations and determines the winners. 

Award certifications are marked with the presidential seal. 
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Table 1.1.1 

Examples of Measures Used in the Baldrige Award 

Core Concept 
I. Leadership 

Leadership system 

Public responsibility 

II.       Strategic Planning 
Strategy development process 

School strategy 

III.      Student and Stakeholder Focus 
Knowledge of student needs and 
expectations 

Student and stakeholder 
satisfaction 

TV.      Information and Analysis 
Selection and use of data 

Selection and use of comparative 
information and data 

Analysis and review of school 
performance 

V.       Faculty and Staff Focus 
Work systems 

Faculty/staff education and 
training 

Faculty and staff well-being and 
satisfaction 

Some Examples 

Description of school leadership system and 
operations. Description of the role of senior 
leaders. 

Current and potential impacts on society due to 
operations. 

Needs of stakeholders, internal and external 
factors, and opportunities. 

Summary of strategy and action plans (e.g., 
differences in short- and long-term plans, 
tracking of performance relative to plans). 

How are needs determined and analyzed? How 
does the school determine and anticipate 
changing needs and expectations of future 
students? 

Strategies used to provide effective 
relationships to key stakeholders. Processes 
in place to determine stakeholder satisfaction. 

Overall information management in support of 
institution goals. 

Which needs and priorities drive the data 
collection effort? For what purpose? What 
sources are used? How is the information 
used to drive improvement? 

How are the different data gathered integrated 
to evaluate school performance? What 
analyses are conducted? How are the 
analyses used to review and improve 
performance? 

How do work and job design and faculty and 
staff compensation and recognition affect 
student and institution performance? 

How does the institution meet these needs? 
How do these needs, once fulfilled, affect 
both personnel and institution performance? 

What assessment strategies are used to measure 
the maintenance of a healthy work 
environment and climate? 
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Table 1.1.1—continued 

Core Concept Some Examples  
VI. Educational/ Support Process 

Management 
Education design and delivery Information on design and delivery of 

programs, on types of programs offered, and 
on processes in place to achieve better 
performance. 

Education support processes How does the institution design, maintain, and 
improve its support processes? 

VII. School Performance Results 
Student performance Trends comparison within and across 

institutions to detect longitudinal 
improvements and sensitivity of the 
institution to improve education for all 
students. 

Student and stakeholder Trends in satisfaction that are also compared 
satisfaction results with peer institutions. 

Faculty and staff results Generic and/or institution-specific human 
resource factors. 

School-specific results Other specific information that helps the 
institution achieve it goals (e.g., cost 
containment, school innovations, community 

 contributions).  
SOURCE: NIST, Education Criteria for Performance Excellence (1999). Malcolm Baldrige National 

Quality Award. 

Table 1.1.2 

Baldrige Scoring System: Points Awarded by Area 

Criteria Total Points 
Leadership 110 
Strategic planning 80 
Student and stakeholder focus 80 
Information and analysis 80 
Faculty and staff focus 100 
Education and support process management 100 
School performance results 450 

With more than 400 evaluators and staff involved in the award process, the cost 

is fairly high. The federal government contributes about $4.9 million to NIST for 

the program. This investment is leveraged by millions of dollars in contributions 

from the private sector as well as from state and local organizations. The 

program also generates funds by charging participating institutions application 

fees. Companies with more than 500 employees are charged close to $4,500, 

while those with fewer employees are charged $1,500. Nonprofit institutions are 

charged only $300. Of course, the internal costs beyond fees are unknown, 

although they are probably high. 
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Most often, the evaluation process is used by the participating organizations for 

self-improvement and for comparison with peer institutions. The goal is to self- 

evaluate, compare, reflect, and develop processes for improvement. Excellence 

in quality and productivity is perceived as an outcome of a continuous 

evaluation process. 
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J.     Certifiers of Student Competencies 

Overview 

Certifiers of student competencies are intermediaries in the education and 

professional development process, even if they happen to provide education as 

well. Their purpose is to certify that students have achieved a clearly defined 

level of knowledge, skill, ability, expertise, or aptitude. The focus of assessment 

is on the learner rather than on the provider. 

In competency-based education and training, where the certifier also provides 

education, assessment (including the design of assessment instruments) is often 

integrated into the education and training activities. Curriculum development is 

closely linked to and even driven by the definition of competencies and the 

operationalization of those competencies in the assessment instruments. 

In recent years, there has been increased attention focused on the concept of 

student competencies by government, business leaders, and educators as an 

innovative approach to education and training, as well as assessment. 

Competency-based assessment focuses on individual student outcomes and 

operationalizes the specified competencies and helps determine where 

instruction is needed (Pottinger and Goldsmith, 1979). This allows educators to 

organize courses and instruction around the gap between what students already 

know and what they should know to demonstrate a level of proficiency in a 

particular area. 

Competency-based education benefits students because it gives them recognition 

of past achievements, portability of course credits, and a system for lifelong 

learning (Paulson and Ewell, 1999). Institutions value competency-based 

education and training because they encourage stakeholders to closely examine 

what is important for students to know and instructors to teach as well as target 

scarce resources where they will be most effective (Mager, 1997). 

Phase One 

When the certification of student competencies is conducted by a system-level 

intermediary, there is substantial overlap between Phase One assessment and the 

process of identifying goals in Phase Two. However, if the certification of 

student competencies is conducted by a provider serving many customers, then 
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Phase One will normally be conducted by the customer or stakeholder (if at all), 

while Phase Two is conducted by the provider. Because the latter example is 

more common in the education and professional development arena, we discuss 

the approaches used to define goals in terms of Phase Two assessment here. 

Many of the techniques described here could also be used in Phase One by a 

system-level certifier interested in a Model 4 approach. 

Phase Two 

Competency-based education and professional development provides examples 

of Model 4 assessment approach. 

Identify Goals for Education and Training 

The competencies identified as critical to a customer or other stakeholder 

embody the goals of education and professional development. 

There are different ideas about how to define competencies. The most common 

method is to identify tasks and a definition of their successful accomplishment 

that define competency in a certain domain. Critics argue that this oversimplifies 

performance in the real world by ignoring the relationship between tasks and 

other factors that influence performance. Another approach to competency 

definition looks only at general characteristics needed for effective job 

performance, for example, critical thinking skills or communication skills. This 

method of competency definition ignores the need for different skills in different 

domains and that 

individuals demonstrate little capacity to transfer expertise from one area 
to another .. . and [this] provides limited help for those involved in the 
practical work of designing education and training programs for specific 
professions (Gonczi, 1994, p. 29). 

A more integrated approach combines defined tasks as well as cross-cutting 

skills to define the knowledge, skills, and abilities needed to perform effectively 

in particular domain areas. In this approach, "competence is conceived of as 

complex structuring of attributes needed for intelligent performance in specific 

situations" (ibid.). 

The steps involved in defining competencies are a "reverse engineering" process 

where jobs are broken down, organized into domains, and an assessment system 

developed around them. Most approaches begin with a job analysis and the 

decomposition of roles by defining what an individual should be able to do 

under particular circumstances. These performance descriptions should be 
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developed by all the stakeholders who have an interest in the degree or 

certification being awarded. Performance descriptions should be specific to the 

institution and degree and specified as valid for a determined time period 

(Paulson and Ewell, 1999). 

The next step involves "chunking" or grouping the competencies into domains 

and subdomains, rather than just producing a laundry list of tasks that 

individuals should be able to perform. This step allows flexibility in awarding 

degrees and credentials because students can focus on subareas and earn lower- 

level certifications without having to complete an entire sequence of courses that 

may not be useful to them. This allows institutions to serve the wide-ranging 

needs of a diverse student body. 

The federal government has recognized the benefits of conducting job analysis to 

identify the necessary competencies for certain jobs. The Department of Labor 

Secretary's Commission on Achieving Necessary Skills (SCANS) initiative was 

undertaken with the intent of linking competencies and skills needed by the 

business community and government to what is taught in schools. 

SCANS aims to "define the skills needed for employment, propose acceptable 

levels of proficiency, suggest effective ways to assess proficiency and develop a 

dissemination strategy" (SCANS, 1991, p. xv). The SCANS team had meetings 

and discussions with business and government leaders, created six special 

panels, and commissioned researchers to conduct interviews throughout the 

business sector. The competencies and foundation skills that they identified are 

based on an analysis of 15 jobs, 

through detailed, in-depth interviews, lasting up to four hours each, with 
job holders or their supervisors. The interviews explored the general job 
description, confirmed ratings of the importance of skills, and inquired 
about "critical incidents" and illustrative tasks and tools used on the job 
(SCANS, 1991, D-l). 

While SCANS acknowledges that technical expertise varies between industries, it 

posits that the basic competencies or "workplace know-how" is the same for all 

types of jobs. SCANS identified five major categories of skills that are needed 

across the spectrum in all industries: resources, interpersonal, information, 

systems, and technology. In addition, according to SCANS, students need a 

three-part foundation consisting of basic skills, thinking skills, and personal 

qualities. 

Private industry has also acknowledged the benefits of identifying competencies. 

American College Testing (ACT) has developed a program called Work Keys, 
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which is a system for employers to use in hiring to determine how candidates 

match job requirements and where they need training. 

Using SkillPro (ACT proprietary software), an analyst develops a list of tasks 

most relevant to the job under review using company information, job 

descriptions, and the Dictionary of Occupational Titles. It is then revised and 

amended by experienced employees who decide which tasks are most critical to 

the job. This is followed by an assessment of which Work Keys skills are relevant 

and at what level they are needed for the job. The desired skill level is 

determined "on both importance (significance of task to overall job performance) 

and relative time spent (compared to other tasks)" (ACT, 1999). ACT also 

conducts assessments of current skill levels in up to eight critical areas: reading 

for information, applied mathematics, applied technology, teamwork, listening, 

locating information, observation, and writing. In addition, Work Keys includes 

an instructional support component to help educators assist students/learners 

improve their workplace skills. ACT also developed a series of guides called 

Targets for Instruction, which give 

detailed descriptions of particular skill areas and of characteristics that 
distinguish each skill level. The targets are designed as springboards for 
building curricula and training materials tailored to the specific needs of 
the client ("ACT, 1997, p. 8). 

Work Keys is used in a wide variety of industries including technology, 

manufacturing, service, and retail. ACT has profiled over 5,000 jobs in both 

white- and blue-collar occupations (ACT, 1997). 

Develop Measures of Quality and Productivity 

Competency-based education uses student tests as a measure of performance. 

These tests may be traditional standardized, paper-and-pencil or computer-based 

tests (such as state licensing examinations or tests sponsored by ACT) or tests 

that require a learner to demonstrate a skill in a practical setting. 

The organization of competencies into domains and subdomains also aids in the 

process of developing measures by distinguishing between job-specific 

competencies and more-generic skills. The skills can be categorized separately, 

allowing assessments to be customized for a wide range of degree and 

certification types using the cross-cutting skill assessments to augment the 

profession-specific measurement tools (Paulson and Ewell, 1999). 
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Evaluate Quality and Productivity Using Measures 

As described above, the development of measures and evaluation of 

performance follows directly from the process of identifying goals (i.e., 

identifying competencies). The defined competencies reflect the desired 

endpoint—what is required of students to know or do. Performance measures 

are designed to reflect how much they know or how much they can do. 

Normally, performance is compared to some objective standard or desired end 

state that is specified in the process of identifying the goals of education and 

professional development. 

The competency-based evaluation method is appealing because it 

enables us to come closer than we have in the past to assessing what we 
want to assess—the capacity of the professional to integrate knowledge, 
values, attitudes and skills in the world of practice (Gonczi, 1994, p. 28). 

It requires an integrated approach because knowledge, skills, and attitudes are 

closely connected in their influence on job performance. Such evaluations not 

only "directly test performance but also suggest how individual knowledge and 

skill elements should be combined" (Paulson and Ewell, 1999, p. 10). To the 

extent that competency-based assessment is a tool for measuring the need for 

instruction, it is also a tool for determining when education or training is not 

necessary. A variety of methods should be employed in competency-based 

assessment and efforts made to evaluate performance directly in real world 

situations when feasible (Gonczi, 1994). It is, however, time consuming and 

expensive to go through this process, and to update the competencies and the 

assessment mechanisms. In addition, many observers are skeptical that a 

competency-based education approach will be embraced by the academic 

community (Carnevale, 2000). 

Example: The Western Governors University 

The Western Governors University (WGU), established in 1997, has been a leader 

in higher education's competency-based approach to education. The university 

was created to address several challenges, including 

a wide geographic dispersion of students; non-traditional students, such as 
adults employed full time, seeking part-time enrollment; scarcity of 
workers in certain highly trained occupations; rising student costs of 
attaining higher education; existing and potential duplication of effort 
among states in developing courses and programs; failure of existing 
higher educational institutions to recognize and acknowledge skills and 
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abilities which students already possess; and inadequate information to 
students about educational opportunities and choices (Testa, 1999, p. 3). 

WGU differs from traditional institutions of higher education in that the degree 

and certificate programs1 are defined by a set of competencies that students must 

demonstrate rather than a set of courses they must take. Thus, WGU's primary 

effort is directed toward defining an appropriate set of competencies, developing 

valid and reliable methods for measuring those competencies, and helping 

students identify learning opportunities that can help them acquire competencies 

they are lacking. The attainment of a degree or certificate is not based on credit 

hours, but the successful completion of a set of competency tests. In fact, 

students may earn a degree or certification without taking courses if they can 

demonstrate competency in a domain area (ibid.). 

WGU faculty plays a key role in the design and development of programs and 

tests designed to assess performance. Actual courses are delivered by distance 

learning providers, which are approved by WGU for providing education that 

fosters the development of specific competencies. Programs are developed 

through analysis, research, competency and assessment development, content 

identification, implementation, and a review and evaluation process. The 

research and analysis portion of program development ensures that there is a 

demand in the proposed subject area, both by students and the job market, and 

information is collected on content, providers, and assessment. 

The competencies are developed by special program councils that are composed 

of experts in the field. The council members come together to identify the 

required "knowledge, skills and abilities (ksa's) that students would be required 

to demonstrate within a discrete area of competence" (ibid., p. 5). These "ksa's" 

are organized into domains and more-detailed subdomains of competencies 

required for a degree or certificate. In developing competency statements, 

council members consider the target audience, including their educational and 

skill level; characteristics of the students enrolled in the program (adult, full or 

part-time); the types of jobs that the degree or certification may lead to; and 

finally, the types of skills and abilities that should be demonstrated by successful 

graduates. 

The WGU appoints an assessment council for "overall oversight for the 

development, approval and delivery of WGU assessments" (ibid., p. 8). The 

1WGU is currently a candidate for accreditation. Current degree programs offered include a 
general AA, an AAS in electronics manufacturing engineering, an AAS in information technology, 
and an MA in learning and technology. WGU is building a bachelor's degree in business. 
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assessment council works with the program council to ensure that assessments 

are appropriate for the competencies being measured. 
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K.l. University of Phoenix 

Overview 

The University of Phoenix, formed in 1976, is a for-profit higher education 

institution. Offering mainly night classes, it serves working adults, generally 35 

to 39 years old. Students take five- or six-week-long courses, one at a time. 

Many of the faculty are part-time instructors who have full-time jobs elsewhere. 

The school serves approximately 49,000 students at 65 campuses in 15 states, 

Puerto Rico, Vancouver, British Columbia, and via distance education. About 

9,500 students are served via the distance education program. 

The University of Phoenix has a centrally developed curriculum for every 

program, which facilitates centralized assessment. No matter who is teaching a 

course, certain baseline content is observed, and specific outcomes are expected 

(so students know what is expected of them). All of the courses are developed by 

content experts. The general education curriculum consists of courses that focus 

on written communication skills, oral presentation skills, critical thinking skills, 

problem-solving skills, self-reflection, and an appreciation of diversity. In 

addition, the university offers certificate and degree programs in a number of 

fields, such as business, health care, education, counseling and human services, 

technology, and management. Campuses cannot develop new credit-bearing 

courses. 

Assessment practices were not developed until the mid-1980s. The University of 

Phoenix has a number of different mechanisms in place for measuring quality, 

most of which were originally implemented to demonstrate the school's quality 

to the external world, but are now used for internal improvement purposes as 

well. For example, faculty can be recruited and trained. 

The purpose of the assessment process is to measure value added, customer 

satisfaction, and to ensure that certain inputs and processes are in place across 

the campuses. The portfolio of assessment practices enables the University of 

Phoenix to measure the quality of the curriculum as well as the quality of 

administrative practices. 

The university has regional accreditation from the Commission on Institutions of 

Higher Education of the North Central Association of Colleges and Schools. It 

also has programmatic accreditation in nursing and counseling. The North 
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Central regional accrediting agency is moving toward outcomes assessment, 

which suits University of Phoenix purposes well. 

Phase One 

Since the customers served by the University of Phoenix do not compose a 

system as we are using the term, Phase One assessment is not relevant. 

Phase Two 

The University of Phoenix provides a clear example of a Model 3 approach—the 

university is the provider and it conducts its own self-assessment. Below we 

provide detailed descriptions of the various assessment processes carried out by 

the university. The university's assessment practices are consistent with the 

centralized structure of the university's operations, curriculum development, etc. 

Since it is accredited, it also makes use of Model 2, but we are focusing on its 

internal assessment. 

Identify Goals for Education and Training 

The University of Phoenix is both the provider and assessor. As a for-profit 

provider of education, the institution focuses on what customers (both actual 

students and their employers) want. Market forces imply that the University of 

Phoenix's goals are linked to the needs and desires of the student body and the 

career orientation. To provide customers with an opportunity to express their 

opinions, the university makes extensive use of student and employer surveys 

and conducts extensive market research. A variety of stakeholders, including 

students, alumni, faculty, and employers, are surveyed to gather information 

about how well courses are meeting each group's needs. 

The University of Phoenix assessment practices are focused on the following 

goals: 

1. Ensure students are learning. 

2. Ensure students are learning the right things. 

3. Ensure students are successfully employed. 

4. Ensure students and employers are satisfied. 

5. Ensure the university is making a profit. 
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Develop Measures of Quality and Productivity 

To measure progress toward the myriad goals listed above the university has 

developed a number of assessment tools. Given its unique position in higher 

education, the university had to create its own assessment tools—none of the 

existing approaches fit its specific needs. 

The primary assessment efforts are the Cognitive Outcomes Comprehensive 

Assessment (COCA), Adult Learning Outcomes Assessment (ALOA), Academic 

Quality Management System (AQMS), and Services Operating Report (SOR). 

The university's Institutional Research Department (IR) has primary 

responsibility for selecting the measures (and procedures) used by the entire 

system of campuses. The measures in use by the university focus on outcomes 

(student, instructor, and faculty satisfaction; student test scores), and inputs 

(resources are measured as part of the SOR, and faculty are queried regarding 

their satisfaction with resources provided to them). The unit of analysis may be 

the student, course, or campus. Both the student and teacher end-of-year 

surveys ask about the quality of the curriculum, the books, and supplemental 

materials. Students are also asked about the quality of the teaching and how well 

the class fits into their sequence of courses. Teachers evaluate the students (how 

well prepared they were), the classroom (physical space), and support from the 

central office. And, as noted, graduates, alumni, and employers are regularly 

surveyed. 

COCA and ALOA Address Goal One: Ensure Students Are Learning. 

Students are tested at the beginning and end of each course to measure what they 

have learned. COCA is a cognitive assessment tool, while ALOA is an 

affective/behavioral assessment. The tools are developed by Phoenix faculty and 

IR. Faculty focus on content, while IR is responsible for ensuring the validity and 

reliability of the instruments. These tests are curriculum specific. 

All students take the COCA and ALOA as a matriculation and graduation 

requirement. The instruments are revised whenever the curriculum is 

substantially changed. The results are given to the students, but not to faculty. 

Originally there was a problem with students not taking the tests seriously since 

they were not graded, but now students' scores count somewhat toward their 

capstone course grade, so they take the tests more seriously. 

The cost of developing and administering these tests varies depending on the 

program, but it is not insubstantial (because the tests are developed internally). 

The university would like to utilize externally developed tests so it could do 

\ 



193 

national norming and such, but there are no good tests available in most of the 

subject areas needed. 

AQMS Addresses a Combination of Goals Two, Three, and Four: Ensure 

Students Are Learning the Right Things, Ensure Students Are Successfully 

Employed, and Ensure Students and Employers Are Satisfied. The university 

conducts several surveys to measure customer satisfaction. It surveys students 

and faculty at the end of each course, and these end-of-course surveys are 

similar. Both ask about the quality of the curriculum, the books, and 

supplemental materials. Students are also asked about the quality of the teaching 

and how well the class fits in their sequence of courses. Teachers evaluate the 

students (how well prepared they were), the classroom (physical space), and 

support from the central office. It typically gets a very high response rate from 

students (close to 100 percent). The faculty members' response rate is lower, 

probably about 60-70 percent (there is no penalty for them if they do not   . 

respond). 

The university also regularly surveys alumni and employers. It asks alumni 

questions about whether they are getting promoted and how well their training 

met their employment needs. Employers are asked whether University of 

Phoenix graduates have the right skills. Alumni are typically surveyed at one, 

three, and five years out. The university sends surveys to all alumni but does not 

get a very high response rate. 

Employers are surveyed periodically. The university considers employers to be 

its "shadow" consumers. It needs them to be happy since many firms provide 

tuition reimbursement to their employees. The response rate for employers is 

low. 

AQMS includes more than the surveys; students also participate in exit 

interviews. Students are asked questions about such issues as financial aid, 

graduation requirements, and their satisfaction level. This is an ongoing process, 

since they continually conduct interviews. In addition, AQMS also includes a 

series of quarterly and monthly reports that address such issues as average class 

size. 

IR develops the surveys and revises or updates them on an as-needed basis, but 

only when it is truly necessary. IR does not want to tinker with the instruments 

unnecessarily because it wants to be able to look at long-term trends. It will 

change surveys to reflect a change in direction at the university. When computer 

access became a major goal, for example, the surveys were changed to reflect 

that. The overall goal of the surveying is to gauge continued customer 

satisfaction. 
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IR ensures survey validity and reliability. The surveys are not expensive once 

they have been piloted or on a per-unit basis. Quarterly reports are sent to 

stakeholders; results are provided to campuses as an improvement device. 

SOR Addresses Goal Five: Ensure the University Is Making a Profit. SOR 

focuses mostly on services and business operations. The vice president of the 

university generates the report that compares the campuses to create "healthy 

competition" between them. The report is used for "assessment of compliance 

with policies and procedures, work-flow enhancements, computer system 

development and prioritization needs, and training'' (APQC Institute for 

Education Best Practices, 1987, p. 40). It looks at such things as student numbers, 

whether learning centers are turning their paperwork in on time, whether they 

are recording student numbers, and if group size is appropriate. 

Other Efforts. Another element of the university's assessment is rigorous 

training of faculty. New faculty are assessed up front and enroll in a six-week- 

long training course. The training covers content-specific material as well as 

more general topics such as adult-learning theory. In addition, faculty are peer 

reviewed once every year and reviewed by the administration every other year. 

Evaluate Quality and Productivity Using Measures 

Evaluation of quality occurs on an ongoing basis, very much in a continuous 

process improvement model. Institutions are not graded, but they are compared 

with one another. The evaluation results are used to help institutions improve 

their performance. Campuses are not penalized per se for poor performance, but 

there is a quarterly incentive plan to link rewards with outcomes. Senior 

managers are the beneficiaries of the plan, but many of the judged areas depend 

on people working together. 

All the data are analyzed at both the program and campus level, enabling 

comparisons across institutions at two levels. Benchmarking consists of 

comparing peer institutions (all of which are part of the university) and 

individual campus performance over time. 

The data are also being used for improvement purposes. Specifically, the 

administration uses the results of the COCA and ALOA for institutional 

improvement. If students did poorly on a section of the test at one campus, the 

administration would work with the campus to improve. Or if students 

everywhere did poorly on a particular section, the administration would revise 

the course curriculum or determine if there is a problem with the teaching of the 
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material. It does not try to link individual faculty to "poor" student cognitive 

outcomes. 

The philosophy is "managing by exception"; the administration looks at outliers 

and then works with them to improve. It has also set up a buddy/mentorship 

program so schools that are not performing well in a particular area are matched 

with a campus that is doing well in that area. The university is committed to 

continuing with its assessment practices—"if it moves we measure it."1 

The administration also conducts "campus reviews," which are very much like 

an accreditation visit. During campus reviews, the review team will look at 

financial, academic, and student information. It will conduct a debriefing at the 

end of the visit to discuss strengths and weaknesses, but a formal report is not 

issued. 

The administration finds all of the assessment practices to be useful. And while 

campuses originally considered all of the assessment efforts to be a burden, 

assessment is now a valued part of the University of Phoenix culture. Campuses 

now want the information and complain when reports are delayed or cut back in 

any way. The data are available on a web site for speedy dissemination. 

^Personal conversation with L. P. Noone, Provost/Senior Vice President, Academic Affairs, May 
9,2000. 
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K.2. U.S. Air Force Academy, Department 
of Management1 

Overview 

The U.S. Air Force Academy (USAFA) is an accredited2 institution that provides 

undergraduate education to over 4,000 students. It is also an operational Air 

Force organization. Between 80 and 100 students per year have majored in 

management in recent years, and the department's "Introduction to 

Management" class is a required part of the core curriculum for all cadets. 

The Department of Management (DFM) at the USAFA has a number of internal 

mechanisms in place for assessing quality and is also currently a candidate for 

accreditation by the International Association of Management Education/ 

American Assembly of Collegiate Schools of Business (IAME/AACSB).3 Thus, 

DFM is using a combination of provider-based assessment and intermediary- 

based approaches to assessment. Because it is part of a U.S. military service 

academy, DFM has some unique characteristics relative to management schools 

at traditional universities. IAME/AACSB has been working to make the 

accreditation process more flexible and relevant for schools with specialized 

missions. This increased flexibility made accreditation a real possibility for DFM. 

DFM has chosen to pursue accreditation but is not required to do so. 

Representatives from DFM feel that pursuing accreditation is not unreasonably 

expensive. They noted that they were already doing or planning to do many of 

the assessments, so that the cost of accreditation was really just the fee of $3,000 

per year (which includes national testing materials) charged by AACSB, and they 

welcomed the opportunity to document what they are doing. In addition, they 

consider that the costs are amortized over a multiple-year period. 

The department is in the process of strategic planning, which has involved 

several stages (U.S. Air Force Academy, 1997b, p. 3): 

lrrhe information contained in this appendix is based on a site visit with department of 
management faculty and a review of documents. 

HJSAFA is accredited by the North Central Association of Colleges and Schools. 
3IAME/AACSB accredits business and management schools; formerly just the AACSB, it 

recently added LAME to its title, emphasizing its global perspective and management focus. 
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• Develop "adaptive" pedagogies (such as team teaching, seminar methods, 

and collaborative learning). 

• Integrate the adaptive capacity into management courses. 

• Develop a department mission statement and educational outcomes. 

• Assess the accomplishment of mission and learning outcomes. 

• Pursue program accreditation by IAME/AACSB. 

DFM considers its current efforts to be for the benefit of the students, the Air 

Force, and DoD. With the increased emphasis on applying private-sector 

management practices in DoD, DFM teaching, research, and consulting activities 

can have important effects on the Air Force and DoD. The external recognition 

associated with IAME/AACSB accreditation can help amplify those effects. 

Accreditation would also help graduates of the program because many schools 

reduce the number of graduate credit hours required for an MBA for students 

who hold bachelor's degrees from accredited business programs. Accreditation 

may also help DFM attract high-quality faculty. 

Phase One 

The Department of Management does not engage in Phase One assessment per 

se. While it does consider the needs of its students as a whole, it does not 

conduct needs assessment of the entire Air Force as a system. The department 

staff clearly want the curriculum to meet the needs of the total Air Force but 

focus their efforts more on the cadets at the academy enrolled in the 

department's courses. 

The department's vision is "to become the Air Force's renowned center of 

Management education and expertise." Its related mission statement describes 

how this vision will be operationalized: 

In our teaching, we faithfully develop cadets to become life-long learners 
who can creatively solve complex organizational problems through the 
adaptive use of information and communication. In our pursuit of 
knowledge, we continually advance and apply innovative, successful 
business practices. In our dedication to service, we actively value 
involvement with the academy, community, and other stakeholders. (Both 
the vision and mission appear in U.S. Air Force Academy, 1999b, p. 1.) 

Phase Two 

DFM provides an example of Model 3; it is a provider that conducts its own self- 

assessment. To do this, it has adopted the approach of requesting feedback both 
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from internal and external stakeholders. By pursuing accreditation, DFM will be 

introducing elements of Model 2, since accrediting agencies are an intermediary 

form of assessment. 

Identify Goals for Education and Training 

Its assessment practices follow from and are linked to the vision, mission, and 

goals and are based on a balanced scorecard approach reflecting the perspectives 

of all stakeholders. The "suite" of assessment tools is designed to "provide 

critical information for key organizational decisions to DFM" (ibid.). Each of the 

tools is linked to one of the department's goals (teaching/curriculum, intellectual 

contribution/service, faculty). 

At the institution level, interest in total quality management eventually evolved 

into the Educational Outcomes Assessment Working Group. The group 

identified the primary outcomes of interest for assessment: written 

communication, the ability to frame and resolve ill-defined problems, and 

intellectual curiosity. 

During the process of seeking accreditation, the department has solicited input 

from numerous stakeholder groups including students in the capstone course, 

department faculty members, senior academy and Air Force leadership, targeted 

Air Force members, and recent graduates. DFM broadened its definition of 

stakeholders, realizing the potential importance of the local community. 

Therefore, it now considers owners and managers of businesses and not-for- 

profits in Colorado Springs to be its stakeholders and plan to solicit their input 

regarding course content and research and consulting activities. 

Develop Measures of Quality and Productivity 

The categories of measures relate to mission, faculty composition and 

development, curriculum content and evaluation, instructional resources and 

responsibilities, students, and intellectual contributions by faculty. The Director 

of Assessment is responsible for many of the procedures, others involved are the 

Director of Accreditation, AIC (Advisor in Charge), Director of Research, 

Director of Personnel, Director of Faculty Development, Department Head, and 

Appointees of the Dean of Faculty. 

DFM has a number of measurement procedures in place including the following 

(U.S. Air Force Academy, 1999b): 
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Teaching/Curriculum 

— EBI (Educational Benchmarking Institute) Student Satisfaction Survey: 

This is annually administered to gauge student satisfaction with 

teaching, advising, curriculum, facilities, career services, and student 

services. The results are benchmarked with a select group of 

comparison schools. EBI designs and administers the survey and 

performs the benchmarking. 

— ETS (Educational Testing Service) Content Exam (Major Field Test): 

Each year graduating students are given this exam, which addresses 

accounting, economics, management, quantitative business analysis, 

finance, marketing, legal and social environment, and international 

issues. The examination is developed, administered, and scored by 

ETS. 

— Course critiques: This instrument is used throughout the academy to 

solicit student feedback on the course and instructor. It is aclministered 

at the end of the course. 

— Focus groups (management major): Each spring semester, focus groups 

are held with 12-15 majors to gain insight on strengths and weaknesses 

of the major and learn more about students' experiences. 

— Focus groups (management core course): Each semester focus groups 

with 12-15 students from the core management course are held to 

solicit input from students about their experiences in the course. 

— Graduate survey: This survey, pilot tested in spring 1999, will be 

mailed to graduates one, two, and five years after graduation. The 

survey addresses students' perceptions of the major and degree, 

specifically the skills they learned and how useful those skills are after 

graduation. 

— Stakeholder interviews: These semi-structured interviews will be done 

periodically with different stakeholders to learn more about their 

perceptions of the major. 

— Number of management majors: An actual count of management 

majors to determine course offerings and manpower requirements. 

Intellectual Contribution/Service 

— Faculty presentations, publications, consultations, and faculty 

involvement: DFM tracks the number of presentations, publications, 

and consultations to gauge faculty research contributions. 

— Climate survey: Faculty are surveyed annually to assess their 

perceptions about such "climate" issues as leadership, communication, 

job design, etc. 
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— Promotion rate: DFM tracks the military and academic promotion rates 

of the faculty. 

— Mid-year feedback: Midway through the academic year, the 

department solicits anonymous feedback from faculty on "things we do 

well" and "things we could do better." 

— Faculty development: Attendance at faculty development courses 

provided by the USAFA Center for Educational Excellence is tracked. 

— USAF and civilian appraisal systems: Each year faculty are evaluated 

(via forms and face-to-face meetings) on criteria such as number of 

presentations, publications, and consultations. 

•    Faculty 

In addition to the department-level assessment efforts, DFM participates in a 

number of USAFA-wide assessment efforts. 

— Unit self-assessment: Every three years (with annual updates), units 

report to the dean on such issues as leadership, information 

management, strategy, operational planning, etc. 

— Educational outcomes assessment working group assessment phase 

one: A team representing multiple functions at the academy met for 18 

months to study educational outcomes including senior cadet's ability 

to frame and resolve ill-defined problems, development of intellectual 

curiosity, faculty practices, and correlates of course and faculty- 

perceived effectiveness. 

— Educational outcomes assessment working group assessment phase 

two: This team 

met for 24 months to examine the core course contribution to 
three educational outcomes: breadth of fundamental knowledge, 
ability to frame and resolve ill-defined problems and intellectual 
curiosity (U.S. Air Force Academy, 1999b, p. 10). 

— The academy surveys graduates and supervisors of USAFA graduates. 

They conduct time studies of how cadets spend their time, social 

climate surveys, and various tests to assess moral reasoning. 

These assessments appear to emphasize improvement. DFM conducted a self- 

assessment based on the accreditation standards (which is part of the 

accreditation process). In addition, as a publicly funded institution, the staff feel 

a need to demonstrate accountability. 

Evaluate Quality and Productivity Using Measures 

A few of the measures in the above-mentioned categories include specific 

objective criteria against which performance can be evaluated. For example, 
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DEM wants to "recruit and attract qualified civilian instructors to maintain a 

75/25 mix between Air Force and civilian faculty" so they can easily keep data 

on the mix of faculty. Many of their measures are not quantifiable (e.g., 

"continue overall faculty planning process in the Trig picture' format") so data 

will be harder to collect for such measures (U.S. Air Force Academy, 1999a, p. 9). 

DFM is also making use of external benchmarks: other USAFA departments and 

management programs at other schools. DFM would like to be in the top 15 

percent on 80 percent of the EBI Student Satisfaction Survey factors that apply to 

USAFA. With the ETS Content Exam, DFM would like the student score to be 

above 95 percent overall. DFM would like to be above the USAFA average for 

the course critiques (greater than 5.0 on instructor items). DFM would like to 

have a minimum of 100 majors per class to maintain their functional expertise 

level. Presentations, publications, and consultations should total at least 50 

intellectual contributions for the department annually, with 100 percent of the 

faculty involved in outreach and dissemination activities. DFM strives to be 

above the USAFA average on three of the climate survey outcome measures 

(overall satisfaction, morale, and department effectiveness). DFM would like to 

achieve a promotion rate of 90 percent for academic positions and rates above the 

USAF average for military promotions. 

IAME/AACSB sponsors tests and surveys that allow the institution to compare 

itself with other institutions. For example, there is a standardized content exam 

run by ETS. These tests allow the institution to compare how the students at the 

USAFA are doing overall. USAFA students have been scoring extremely well on 

these tests. They also allow the school to evaluate the effects of changes in the 

curriculum. For example, the school recently added a course on international 

business to the core, and the scores on the international business test went up. 
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K.3. Balanced Scorecard 

Overview 

The balanced scorecard is a framework designed to help organizations translate 

their vision and mission statements into measurable performance goals and 

objectives while taking into account multiple perspectives, including customers, 

internal business processes, learning, and growth. As an assessment tool, the 

balanced scorecard is used primarily by provider organizations to identify goals 

and translate those goals into operational measures of performance. The 

balanced scorecard is primarily associated with Phase Two, Model 3. 

Recognizing its value as a means to link short-term goals and objectives to long- 

term strategy, a wide range of organizations (including corporations, 

universities, nonprofit organizations, and government agencies) has adopted the 

balanced scorecard framework as a strategic management system. It is valued 

for its flexibility in implementation and reasonable requirement of time and 

resources and because it can be easily adapted to incorporate new initiatives in 

the organization. 

The balanced scorecard approach is based on four main processes: translating 

the vision, communication and alignment, business planning, and feedback and 

learning. All four processes aim to create consistency and integration of 

priorities across the organization and to determine the right performance 

measurements. The translation of the vision is meant to create an understanding 

of the organization's vision through an "integrated set of objectives and 

measures that describe the long-term drivers of success" (Kaplan and Norton, 

1996). The vision and strategy should then be communicated throughout the 

organization to ensure that departmental and individual employee goals and 

objectives are properly aligned with the long-term strategic vision. The business 

planning aspect links the budget to strategic planning and performance 

measurement, allowing decisionmakers to direct resources appropriately. 

Finally, the feedback and learning mechanism provides an opportunity for 

decisionmakers to review performance results and assess the validity of the 

organization's strategy and performance measures. The balanced scorecard 

approach places a heavy emphasis on continually updating strategy and 

measures to accurately reflect the changing operating environment. 
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Several government agencies, including the U.S. Customs Service, National 

Oceanic and Atmospheric Administration, Veterans Benefits Administration in 

the U.S. Department of Veterans Affairs, and the Department of Transportation 

have recognized the benefits of the balanced scorecard framework in their efforts 

to comply with the Government Performance and Results Act (GPRA), which 

requires federal agencies to submit five-year strategic plans as well as annual 

performance plans alongside their budget requests to Congress. By helping 

agencies link their strategic planning with performance measurement objectives, 

the balanced scorecard organizes efforts across business lines so that processes 

and goals are aligned with the overall departmental strategy as required by 

GPRA. 

The administration offices of higher education institutions are also recognizing 

the value of the balanced scorecard, which serves the dual purpose of assessing 

for improvement and accountability. Offices in both the University of Southern 

California (USC) and the University of California at San Diego (UCSD) have 

incorporated the balanced scorecard approach as part of their larger efforts to 

improve the efficiency and effectiveness of their operations. Among other things, 

the balanced scorecard offers a way to streamline and prioritize activities as well 

as measure performance. Interestingly, the two schools are focusing on different 

aspects of their operations in their use of the scorecard; USC's Rossier School of 

Education is using the scorecard to measure academic quality, while UCSD's 

Business Affairs Office is focusing on measuring the productivity of its business 

operations. 

Phase One 

The balanced scorecard is a technique used by providers for self-assessment. 

Phase One may be conducted by a provider, but not using this technique. Thus, 

Phase One does not apply. 

Phase Two 

The balanced scorecard is an example of an approach used in Model 3 for 

provider-based self-assessment. The scorecard's emphasis on goal alignment, 

performance measurement, continuous improvement, and flexibility makes it an 

attractive option for self-assessment in organizations, particularly in contexts 

where involvement of multiple stakeholder is needed. 

The balanced scorecard offers four perspectives from which to view organization 

effectiveness: 
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• financial 

• internal business 

• innovation and learning 

• customer. 

For each of these four perspectives, the organization must first identify goals 

then determine the measures and benchmarks that will capture the outcome of 

these goals. 

Identify Goals for Education and Training 

For each of the four perspectives that orient the focus of the scorecard 

assessment, goals and corresponding measures must be determined. The scope 

and number of goals can change as the operating environment of the institution 

changes. 

The Veterans Benefits Administration has used the scorecard approach to align 

its five diverse lines of business and found that three main factors were 

important in its successful implementation: consensus on the effort, a flexible 

structure, and effective communication. 

The balanced scorecard allows the provider to include as many stakeholders as 

necessary in the goal determination process. For instance, the School of 

Education at USC developed its goals with a small committee consisting of two 

faculty administrators. The committee relied on the balanced scorecard approach 

as a way to focus on the department's goals for the next five years. Modifying 

the approach somewhat to fit the context of an academic institution, the 

committee developed an "academic scorecard" that includes no more than five 

goals for each scorecard perspective. Its goal selection process was based on 

current priorities of both the university and the department. The committee 

adopted many department-specific goals mainly because in some instances 

university and department priorities did not match.1 

* Efforts to improve accountability and effectiveness stemmed from the Provost's commitment to 
require "metrics of excellence" from all academic departments. Initially, the Graduate School of 
Education complied with this data-gathering effort, but did not commit itself seriously, mainly 
because none of the indicators correlated strongly with the department's decisions on resources and 
program development. In addition, the university followed an annual budget cycle and required 
each department to submit an academic plan in the fall and an academic budget in the spring. In 
theory, both the plan and the budget should complement one another, but they did not. Realizing 
that the Provost's request was not a passing fad, however, the department decided to develop 
meaningful measures internally that reflected its lines of business. 
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According to USC officials, the process of limiting the number of goals in each 

area imposed discipline upon the committee and forced the members to think 

about the priorities of the organization. Not everything is equally important, and 

there is a tendency for people to associate importance with anything that is 

measured. Also, in a complex organization such as a university, different levels 

of bureaucracy often require different scorecards. For instance, campus security 

is an important goal for a university but not for a department. 

Some of the goals developed by the School of Education at USC are listed in 

Table K.3.1, by perspective. 

Table K.3.1 

USC School of Education Goals, by Perspective 

Perspective Goal  
Academic management Improve budget performance 

Improve school operations 
Improve management/leadership 

Stakeholder Quality of academic programs 
Student-centeredness 
Quality of faculty 
Value of money 
Alumni/employer satisfaction 

Internal business Improve faculty productivity 
Improve staff productivity 
Improve recruitment advisement 
Maintain responsibility to community 

Innovation and learning Improve quality of degree programs 
Increase student learning 
Improve quality of students 
Attract/keep talented faculty /staff 
Increase education innovation 
 Faculty/staff development  

SOURCE: O'Neil et al. (1999, p. 35). 

Develop Measures of Quality and Productivity 

The balanced scorecard framework encourages institutions to identify a limited 

number of metrics that relate to the goals they have established. The Veterans 

Benefits Administration settled on speed, accuracy, cost, customer satisfaction, 

and employee development as the right performance measures for all the lines of 

business, although the measures are weighted differently for each area. The 

process of introducing the balanced scorecard and developing measures and 

performance goals was intended to be flexible and iterative, allowing 
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"refinement in the measures and the organization to become familiar with the 

scorecard" (Williams and Wall, 1999, p. 1). 

Selection of measures is not fixed, so different institutions can adopt different 

strategies. What affects selection are the requirements most important to the 

institution. In selecting measures, USC's School of Education has incorporated 

the use of benchmarks based on comparisons to other university graduate 

programs. It has also relied heavily on the U.S. News and World Report academic 

program rankings and set goals for improvement to match those institutions that 

are currently ranked in the top ten of schools of education. USC's School of 

Education believes that the U.S. News rankings have a major influence on 

perception and "have become a de facto standard of excellence for prospective 

students and faculty" (O'Neil et al., 1999, p. 38). The measures have been based 

mainly on data already being collected on a regular basis. 

Table K.3.2 is an example of the goals, measures, and benchmarks for one of the 

perspectives included in the USC School of Education academic scorecard. 

The UCSD Business Affairs Office has taken a unique approach by combining the 

balanced scorecard with the National Association of Colleges and Universities 

Business Officers (NACUBO) benchmark program. NACUBO's benchmarking 

program was developed to 

provide college and university administrators and managers with 
performance measurement information [T]he program offers 
comparative operational performance data geared toward aiding 
administrators in sharing best practices and improving efficiency (Shepko 
and Douglas, 1998). 

This component of UCSD's balanced scorecard approach enhances the usefulness 

of the balanced scorecard by not only informing the office of whether it is 

meeting its stated goals, but also how it measures against comparable 

institutions. 

The Business Affairs Office at UCSD implemented the scorecard in 1993 in 

response to fiscal problems and a changing business environment. As the office 

sought to introduce reengineered processes and operations in its lines of 

business, the balanced scorecard allowed it to focus efforts on where and when 

reengineering should be utilized. For each of the 30 core campus business 

functions, NACUBO benchmarks were selected to compare UCSD's performance 

in these areas with that of other research universities and participating 

University of California campuses (Relyea, 1998). Table K.3.3 shows examples of 

business operations measured by the balanced scorecard and compared against 

benchmarks. 
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Table K.3.2 

Stakeholder Perspective: How Do Stakeholders See Us? (USC) 

Goal Measure Benchmark 
Quality of 

academic 
programs 

Ranking in U.S. News and World 
Report 

Teaching effectiveness 

Student- 
centeredness 

Quality of student services is 
measured by student satisfaction 
with advisement, career 
development, job placement, 
course offerings, financial aid, 
etc. 

School climate for special- 
population students, e.g., 
international, minority, and 
women 

Quality of 
faculty 

Publications 

Research funding 

Value for Retention 
money 

Reduced time to degree 
Return on student investment 

Alumni To be developed 
satisfaction 

Employer 
satisfaction 

Quality of elementary and 
secondary school teachers 

Ascend to the top ten schools of 
education 

Equal average of top five of USC 
schools 

Exceed average of publications per 
USC tenure-track faculty 
member 

Equal average of top 11-20 in U.S. 
Nezvs and World Report 

Equal average of top five of USC 
graduate programs 

Reduce time by 20 percent 
Break even 

SOURCE: O'Neil et al. (1999), p. 37. Reprinted by permission. 

Evaluate Quality and Productivity Using Measures 

Evaluation relies on the comparison of performance with that of external peers 

(benchmarking). Indeed, the need to benchmark and the availability of such 

benchmarking information influences the choice of performance measures as 

described in the previous subsection. 

The process is a continuous one with goals being added or deleted as the 

operating environment changes. Once the scorecard has been completed, the 

organization must identify ways to implement it. At UCSD, results from the 

scorecard are the focus of an annual management retreat where leaders discuss 

the performance of the business functions against the benchmark institutions, 

"identified as either positive, neutral or negative. Negative performance gaps are 
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Table K.3.3 

Examples of Business Operations Scorecard (UCSD) 

Business Function Measure 
Internal Process Perspective: Are We Productive and Effective? 

Administrative computing 

Benefits 

Human resources 

Housing 

Staff education and 
development 

Ratio of number of workstations to number of employees 
Ratio of technical employees in central organizations to 

number of technical employees 
Ratio of department cost to faculty staff head counter 
Ratio of faculty staff head counter to department FTE 
Ratio of HR cost to faculty staff head counter 
Ratio of faculty staff head counter to HR FTE 
Percentage of active career staff vested 
Percentage of career staff turnover 
Ratio of number of bed spaces to department FTE 
Ratio of housing cost to bed space 
Ratio of course contract hours to staff FTE 
SE&D cost to staff FTE 

Innovation and Learning: How Do Our Employees Feel? 
Administrative computing 

Admin, computing service 
Data center 

Benefits 
Human resources 
Housing 
Staff education and 

development 

Each business function rated on a 5-point scale on: 
communication 
compensation 
customer service 
decisionmaking 
diversity 
leadership 
morale 
performance management 
teamwork 
training and development 
vision, values, mission 

Customer Perspective: How Do Our Customers See Us? 
Administrative computing 

Benefits 

Human resources 
Housing 
Staff education and 

development 

5-point satisfaction scale; surveyed academic and 
administrative staff separately 

5-point satisfaction scale; surveyed academic and 
administrative staff separately 

None 
5-point student satisfaction scores 
5-point satisfaction scale; surveyed academic and 

administrative staff separately 

Financial Perspective: How Do We Look to Resource Providers? 
Administrative computing 
Benefits 
Human resources 
Housing 
Staff education and 

development  

None 
None 
None 
Profitability and efficiency ratios 
None 

NOTE: See www.vcba.ucsd.edu/performance. 
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addressed with an action plan" (Relyea, 1998). The business functions needing 

attention are then prioritized, an action plan is set, and goals are established for 

the following year. At USC, academic reviews are conducted every six years and 

the scorecard framework within the USC School of Education is designed 

currently to fit this cycle. Scorecard information is for internal use mainly; 

however "success stories" are sometimes published for the benefit of others. 

The scorecard approach can be successful if it attempts to desegregate the 

different aspects of an organization. In contrast, USC has not been able to 

undertake a systemwide effort to develop some of these indicators. Instead, the 

Provost at USC is aggregating the lines of business by asking for "mindless" 

accountability through data inputs. Unfortunately, the university does not have 

a centralized office of research to move these efforts along. 

The whole point of the balanced scorecard approach is for managers to select 

high-level indicators that can help them monitor progress toward key goals. 

Thus, the results of the balanced scorecard should be linked to the general 

management of the organization. Implications can be broad or narrow 

depending on how comprehensive the framework process has been. 
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K.4. The Urban Universities Portfolio 
Project: Assuring Quality for Multiple 
Publics 

Overview 

Stakeholders of higher education are increasingly demanding that universities 

offer more information about their practices: Legislators require information to 

justify funding levels for these institutions; potential students and their families 

require information about which schools offer the best education and best fit 

their needs; and accreditation agencies seek to better classify institutions 

according to services being offered. 

Urban public universities are one among many types of higher education 

institutions. Catering to a large segment of college students, these universities 

are essential players in the higher education market. Current ranking methods 

used by popular media and other entities compare these urban public 

institutions to more traditional research universities. However, such 

comparisons often overlook several important differences. First, at urban public 

universities, nontraditional students1 (including students with diverse ethnic 

backgrounds, age ranges, and working and living circumstances) account for 

most of the population pool. Often, the parents of these students did not attend 

college. As a result, most of the coursework offered must accommodate the lives 

of these student consumers. Consequently, nontraditional practices such as 

distance, evening, and weekend courses are offered to provide maximum access 

to students whose lives place competing demands on their time. Urban public 

universities also tend to place greater emphasis on professional programs. These 

programs are created and maintained based on the type of students enrolled. A 

final characteristic of urban public universities is the use of the community as a 

teaching and learning tool. These characteristics distinguish urban public 

universities from the traditional ones. 

Because the urban public universities view themselves as different, and these 

differences are not recognized by existing assessment methods, funding was 

-1 1 Traditional students are generally thought of as full-time students in the 18-23 age range. 
Basically, they are students who go to college (usually a residential college) right after high school 
and do not work full time while attending school. 
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obtained from The Pew Charitable Trusts to develop a new method for assessing 

the effectiveness and quality of urban public universities. Six urban public 

universities from across the country are participating in this initiative (The Urban 

Universities Portfolio Project (UUPP)): Indiana University-Purdue University 

Indianapolis, University of Illinois at Chicago, Portland State University, 

California State University at Sacramento, University of Massachusetts at Boston, 

and Georgia State University. 

The end product of the three-year project, which started in 1998, will be a web 

page for the project in general and a web page containing a portfolio for each 

participating university. The institutional portfolios (currently under 

development) will serve as vehicles for capturing the distinctive characteristics, 

work, and accomplishments of urban public universities and informing the 

public about these urban schools, particularly on how they differ from more- 

traditional institutions of higher learning. This project has two main emphases: 

(1) enhance understanding, among both internal and external stakeholders (such 

as potential students, lawmakers, and accreditors), of the distinguishing features 

and missions of urban public comprehensive universities; and (2) enhance the 

capacity of these universities to communicate, through the institutional portfolio, 

their effectiveness in achieving their missions. 

The purpose of UUPP is both accountability and improvement. While this 

project is a collaboration among the six urban universities, each university is a 

provider and seeks to inform its own stakeholders and improve its own internal 

operations and quality. The portfolios are tools for accountability in that they 

include the evaluation of measures that capture the universities' own goals and 

objectives. Urban universities, in general, seek to be measured on variables that 

coincide with their own objectives and goals. Hopefully, once these portfolios 

are completed, there will be universal standards for assessing urban universities. 

Therefore, legislators can provide funding based on appropriate information and 

interpretations; accrediting associations can better classify these schools by 

services rendered; and students and families can determine whether or not an 

urban school fits their needs. 

These portfolios will also be used as a self-assessment and correction tool for 

improving educational practices. Participating universities have found that 

creating an institutional portfolio brings about substantial internal benefits. The 

complexity of the project demands broad campus involvement, creating an 

occasion for large segments of the university to think together about how 

particular practices, programs, and initiatives connect with one another and 

contribute to the overall institutional mission. This collaboration is helping to 

build institutional identity and community, developing and reinforcing shared 
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visions and commitments that lead to meaningful institutional change and 

improvement. Already, several participating universities have launched 

significant improvement initiatives resulting directly from their portfolio work. 

In addition, once the portfolios are completed, the participating universities will 

be able to compare themselves to each other, adding a dimension on which to 

base improvement. 

In creating the portfolios, institutions rely on self-generated data. Each 

university has a team that includes a project director and institutional research 

staff who coordinate gathering these data; the university's provost selects and is 

a member of this team. The project has established two groups of external 

constituents who are knowledgeable about higher education. The National 

Advisory Board (NAB) and the Institutional Review Board (IRB) include 

distinguished leaders from business, government, and education. The project 

team selects members for both boards and asks participating universities to 

review the list. 

NAB's role is to advise the project about its aims, practices, and progress by 

reviewing the evolving set of core goals, indicators, and measures, and to keep 

current on issues facing the urban public schools. Members of the board have 

strong backgrounds in funding and public endorsement; they include directors 

of accrediting associations and of foundations, a chancellor, a commissioner on a 

state coordinating board, and a president of a company. 

The IRB members work closely with the six urban universities advising on the 

construction of the portfolios. Each IRB member is assigned to and works with 

one of the participating institutions. Members include college deans, directors of 

accrediting associations, professors, and provosts. 

Figure K.4.1 charts these relationships. 

This portfolio process for assessment differs from current practices, such as 

program review and traditional accreditation. Program reviews are designed to 

measure value of a specific program while accreditation reviews measure 

compliance to minimum standards. Typically accreditation self-studies reveal 

very little about the quality and efficiency of a whole university. Both types of 

review occur once every few years and are conducted by professionals within the 

higher education community. By contrast, the portfolio approach will offer 

ongoing internal and external reviews where the external evaluation will serve to 

educate all stakeholders and promote university-wide changes rather than 

specific programmatic ones. 
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Figure K.4.1—UUPP Campus Team Structure 

Implications of this assessment are widespread, provided that similar institutions 

adopt this approach. Such implications are the reasons that UUPP was 

conceptualized. 

Phase One 

Some examples of Phase One assessment are evident in this portfolio process of 

assessment. Part of this process focuses on determining common goals and 

measures of performance for an urban, public university through defining the 

specific mission elements and outcomes that uniquely characterize each of the 

institutions involved in the project. Although not all urban public universities 

are involved in this process at this point, the process itself is meant to be 

somewhat representative of this "system" of urban public universities. 

Phase Two 

This portfolio process for assessment is an example of Model 3. In this process, 

the providers are assessing themselves without use of an intermediary. 

However, providers do involve external stakeholders throughout the assessment 

process. 

Identify Goals for Education and Training 

As mentioned under "Phase One," the six institutions involved in UUPP have 

taken time to define the character of the public urban university. They have also 

spent time examining the goals for these universities and matching these goals to 

their characters and missions. In this process, they have involved external 
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stakeholders through their National Advisory Board, part of whose role is to 

advise the project about its aims, practices, and progress by reviewing the 

evolving set of core goals. In addition to working on this task as a team, each 

university is developing goals at its own institutional level. The universities are 

at different stages in this process, but each has determined to link portfolio goals 

to strategic goals of its own university. 

Most of the goals in UUPP have been focused on student learning outcomes. 

Project-wide efforts have been conducted to find common institution 

characteristics among the institutions involved and to determine common 

student learning goals. Several criteria for goal development were established: 

whether learning goals cut across programs and curricula, reflect external 

stakeholder concerns, contribute to common conversations about learning, and 

reflect what urban universities do differently. Examples of these goals for 

student learning outcomes include that students will have achieved appropriate 

skill levels in communication, critical thinking, and problem solving; and that 

students will have developed a sense of civic responsibility and an appreciation 

for pluralism and diversity. 

Develop Measures of Quality and Productivity 

Once goals have been established, the universities will focus on developing both 

project-wide and institution-specific evidence (i.e., measures) of the degree to 

which institutions have met their goals. These measures are the heart of the 

portfolio itself. External stakeholders, via the National Advisory Board, will 

review the measures as they evolve. Currently, models for documenting several 

fundamental learning outcomes are being developed. Any adopted measure 

must touch on the unique attributes of the urban public universities. 

Cooperation allows the six participating universities to learn from one another 

and to develop shared measures. 

Evaluate Quality and Productivity Using Measures 

Through this portfolio process of assessment, urban universities will be 

evaluated against their peers rather than against the entire university population 

of which some have a different agenda. If, eventually, all urban public 

universities adopt the portfolio approach, then relevant comparisons can be 

made among all appropriate peer institutions. Once the portfolios are 

completed, these six pioneering institutions will pilot an innovative type of 

institutional review based on the institutional portfolio and an on-site audit. This 

review process may eventually replace traditional accreditation processes. 
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Social Security Administration 

Stanford Extension 

Texas Higher Education Institutional 
Effectiveness 

UCLA Extension 

United States House of Representatives 
Majority Leader 

United States Postal Service 

University of Massachusetts at Amherst 

University of Phoenix 

University of Texas at Austin 

The Urban Universities Portfolio Project 

Western Governors University 

www.qaa.ac.uk 

www.ssa.gov 

continuingstudies.stanford.edu 

www.thecb.state.tx.us/divisions/ctc/ie 

www.unex.ucla.edu 

freedom.house.gov 

www.usps.gov 

www.umass.edu 

www.phoenix.edu 

www.utexas.edu/cee 

www.imir.iupui.edu/portfolio 

www.wgu.edu 


